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Abstract. A paralleỉ computing model for the numerical soỉution of the generaỉ 2D shallow water 
equations in conservative form has been developed, tested and implemented in the MPI paralleỉ 
environment set up on a paraỉỉeỉ Computer with four 2.8 GHz CPUs in Institute o f Mechanics, 
VAST. The model is based on a Godunov-type numerical scheme, vvhich is devised for 2D 
unstructured computational meshes, and on a domain decomposition technique. That nevvly 
developed parallel computing model has been applied to a tidal vvave propagation probỉem in the 
Gulf o f Tonkin in the South China Sea. The computed results shovv good agreement vvith that of 
the TIDE2D modeỉ. It is o f  high importance that computation time is significantỉy reduced.
Keywords: Parallel Computing; Godunov Type Numerical Scheme; 2D Shaỉlovv Water Model; 
Domain Decomposition Technique.

1. In tro d u c tio n

N um erical m eth o d s  h ave  long been 

developed  an d  ap p lied  to  m an y  sc ien tiíĩc  
problem s. T he í ĩn ite  vo lum e m ethod  (F V M ) 
w hich is co n serv a tiv e  has recen tly  b een  applied  

to  ílu id  d y n am ics  s im u la tio n s  an d  good  resu lts  
have been  ob ta in ed  [1]. T h e  app lica tion  o f  the 
FV M  m ethod  in  com bina tion  w ith  a  G odunov  

type  num erica l sch em e  and  th e  approx im ate  

R iem ann so lv e r  o f  R oe is  a  p rospective  
approach  fo r th e  num erica l so lu tion  o f  the 

shal!ow  w ater eq u a tio n s  [2, 3]. T h is  m ethod  is
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e sp ec ia lly  ap p ro p ria te  in p ro b lem s vvhere 
hydrau lic  ju m p s , shockw aves o r  w ave  
p ro paga tion  m ay  p resen t [4]. A  num erical 

m odel b a sed  o n  th is  approach  fo r th e  so lu tion  
o f  th e  g en e ra l 2 D  shallovv w a te r eq u a tio n s  in 
co n serv a tiv e  fo rm  has been  developed , 

v a liđ a ted  a n d  a p p lie d  to  te s t  cases. T h a t m odel 
show s h igh  p o ten tia l fo r app lica tion  to  practical 
p rob lem s. M o reo v e r, th e  unstruc tu red  

co m p u ta tio n a l m e sh  u sed  in th e  m odel is h igh ly  
íle x ib le  in d e a lin g  w ith  th e  co m p lex  geom etry  
o f  2 D  d o m ain s  [5].

W hen  a p p ly in g  th is  m odel to  large  spatial 

an d /o r tem p o ra l sc a le  prob lem s, such  as the 
s im u la tion  o f  tiđ a l p ropaga tion  in th e  G u lf  o f  

T onk in  in th e  S o u th  C h in a  Sea o r  o f  th e  process
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o f  A oods in the R ed R iver sy s tem  in V ietnam  

c tc ., for a  long period  o f  t im e  (d a y s  to  m onths), 
th is  m ethod  requ ires m assiv e  co m p u ta tio n  tim e 
even  w ith  the m ost pow erfu l P C s. It is there íò re  
o f  essen tia l im portance  to  rc d u c e  com puta tion  
tim e by a p p ly in g  paralle l co m p u tin g .

R ecen tly  paralle l co m p u tin g  based  o n  low 

co st paralle l c lu ste r c o m p u te rs  (d istribu ted  

system s) o r o rd inary  p a ra lle l co m p u te rs  vvith 

m ultip lc  C P U s has been  a p p lie d  in som e 

research  in stitu tions in V ie tn am . A pp lica tions 

o f  such  sy stem s to  flu id  d y n a m ic s  p roblem s 

have  bcen b e in g  carried  o u t in th e  Institu te  o f  

M echan ics, V A ST . F irs tly  w e  app lied  a 

d istribu ted  system  based  o n  P V M  (Parallel 

V irtual M ach ine) e n v iro n m en t b u ilt o n  a  local 

ne tw ork  o f  he te ro g en eo u s o rd in a ry  PCs. The 

c ffic iency  o f  the  system  la rg e ly  d e p en d s  on the 

deg ree  o f  th e  he te rogene ity  o f  th e  PC s and  the 
speed  o f  th e  local ne tw ork . R ecen tly  parallel 

co m p u tin g  b ased  on M P I (M e ssa g e  P assing  

In te ríace) and  a  s ing le  p a ra lle l C o m p u te r with 

four C P U s h ave  b een  stu d ied  and  applied .

B ased o n  o u r s tu d y  o f  th e  paralle lization  

techn iq ues and  on o u r n u m erica l m odel, a 

dom ain d eco m p o sitio n  s tra te g y  is app lied  to 
para lle lize  th e  so lu tion  a lg o rith m  o f  the 

num erica l m odel. T h en  a  p a ra lle l com pu ting  

m odel h a s  been  d ev e lo p ed  in  th e  M PI 

cnv ironm en t and  app lied  to  th e  sim ulation  o f  

tidal p ropaga tion  in th e  G u lf  o f  T onk in . T h is 

problem  is o f  v e ry  large sp a tia l an d  tem poral 

scales.

This p ap er first p resen ts  th e  num erical 

m odel fo r th e  so lu tion  o f  th e  2 D  shallovv w ater 

equations in  co n serv a tiv e  fo rm  in Part 2. 

Parallelization  tech n iq u es  a re  b r ie íly  m entioned  

in Part 3. Part 4  sh o w s th e  p a ra lle liza tio n  o f  the 

num erical m odel. Parallel c o m p u ta tio n s  for the 

problem  o f  tida l p ro p ag a tio n  in th e  G u lf  o f  

Tonkin  a re  p resen ted  in  P a r t 5. A nd  com puted

resu lts , co m p ariso n s o f  com pu ta tion  tim es, 

ana lysis  o f  th e  co m p u ta tio n  tim e e ffic iency  and 

rem arks a re  a lso  g iven  in th a t part. F inally  

conc lusions an d  rem arks are sta ted  in Part 6. A 
list o f  re fe ren ces  a lso  p rov ided  at the en d  o f  th is 

paper.

2. N um erica l m o d e l fo r  th e  so lu tion  o f  the  2D 
shallow  w a tc r  eq u a tio n s

2.1. The system o f  equations

T he m odel is  based  on th e  2 D  system  o f  the 
unsteady  S a in t-V en an t eq u a tio n s  vvritten in 
conserva tive  fo rm  as  show n  b e lo w  [5]:

ẹ L  + Ế M l  + Ễ G m  = s {x,y,U) (1) 
õt õx õy

w here u =
h

<7*
9v

(co n se rv ativ e  variable),

F  =

f
ly

<7,2 l  & 2 ’ G - q,<i,
h 2 h

q.q, i i +
h h 2

q I = u h , q y = v h ; h  is th e  w a te r  d ep th ; g  is 

th e  g rav ity  acce le ra tio n ; ( « ,v )  a re  th e  X  and 

y  com ponen ts  o f  th e  dep th  av e rag ed  velocity  

respective ly ; s  is th e  sou rce  term . E quation  (1 ) 

can  be revvritten in th e  fo llo w in g  form :

ÕU
õt

w h ere  E _

+ V.E(U) = S(x,y,U) (2)

F
G

T he unk n o w n s th a t n eed  to  b e  co m pu ted  are 

h , q x and  qy o r h , uh  an d  v h .

2.2. Numerical íechnique

For a  í ix e d  con tro l vo lum e Q  as  show n  in 

F ig .l ,  th e  in teg ral form  o f  (2 ) is vvritten as:
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Ị ^ J í ì  + Ị v .E ( U ) dn  = Ị s ( x , y , u ) d í ì
n ơí n n

A pplying the  G auss’s theorem , (3) can be 
rewritten in the follow ing form

—  ụ j d í l  + <ị(Eji)ds = (4)
™ n  ao

w here ỡ í ì  denotes the boundary suríace o f  the 
2D volum e Q  , and n  is the unit outvvard 
normal vector (Fig. 1).

(3)

dimensions (NS: number o f sides; dsk: the length of 
the side k).

Since equation (4) is vvritten fo r each 
individual control volum e (an elem ent o r cell o f  
the com putational m eshes), the discretization 
technique is applied to  each elem ent. Denoting 
by ư t the average (o r d iscrete) value o f 

conservative variable over the  volum e Q , ,

using equation (4), the fo llow ing conservation 
equation can be vvritten for each cell i:

^ - A ẩ+ ị{E .n )d s  =  I& /Q  (5)
01 XI, n,

where A ' is the area o f  the  2D  volum e Q , [5].

A pplying the  m id-point ru le to  approxim ate 
the contour integral in (5 ) and a simple 
approxim ation for the tim e derivative, a íĩnite 
d iíĩerence like form  o f  (5) is w ritten as:

t  NE Y
-  ỵ j E'k .nk .dsk + A í S ’n (6)
i *■! ) ,

The ideas o f  the G odunov m ethod and the 
R oe’s approxim ate R iem ann so lver [2], which 
are originated in aerodynam ics, a re  applied to 

Ihe approxim ation o f  the E \  flux [4].

All details o f  the system  o f  equations and 
discretization schem e should be referred to [5].

As for boundary conditions, th e  model uses 
three types o f  boundary conditions. Each o f  
those is used w here relevant. The íìrs t one is thc 
condition o f  the river w ater discharges from 
river outlets flow ing into the  simulation 
dom ain. T he second one is the reílective and 
no-slip boundary condition applied  to rigid 
boundaries. A nd the last One is th e  free flow 
condition at open sea boundaries [5].

T he num erical schem e show n here, for 
unstructured m eshes in general, is highly 
efficient for the  solution o f  the propagation o f 
w aves in spatial dom ains o f  com plicated 
geom etry [4]. Therefore it will be applied in 
this study.

3. P a ra lle liza tio n  tech n iq u es

3.1. Parallelization

Parallel com puting is based on partitioning 
a main task, w hich is usually com plicated and 
tim e consum ing, into small tasks that will be 
executed sim ultaneously on separate 
processors. There are a num ber o f  
parallelization techniques that can be applied to 
enhance the com putation process. The most 
popular one is using an appropriately vvritten 
routine that autom atically  analyzes the up 
Corning tasks. This analysis provides necessary 
inform ation to  the processors and these 
processors can exchange iníbrm ation among 
each other to  solve the tasks [6 , 7].

It should be aw are that not all problems can 
be parallelized. I f  there  are no tasks that c in  be
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processed sim ultaneously o r i f  the tasks are 
strongly dependent (fine-grained), all attem pt to 
parallelize the problem  m ay lead to increasing 
com putation time.

In practice, there are m any com plicated 
scientiíìc problem s that can be decom posed into 
sm all, separate tasks to  run sim ultaneously on 
m ultiple processors. T he most com m on 
approach is applying the spatial o r tem poral 
decom position to  partitioning the dom ain o f  the 
problem. So the original w hole dom ain w ill be 
partitioned into space and/or tim e sub-dom ains. 
These sub-dom ains are used in parallel 
com putation. A  typical exam ple is the 
sim ulation o f  flood process w here com putation 
is performed on separate control volum es or 
sub-regions. That problem  is o f  the coarse- 
grained type and can be parallelized w ith little 
difficulty. In that case, high perform ance 
parallel com puting can be attained [6,7].

However most o f  scientific problem s 
needed to  be parallelized are betw een coarse- 
grained and fine-grained ones. Parallel 
com puting applied in such cases requires 
interactions am ong sub-dom ains. T hereíòre the 
processors have to  exchange data and 
information am ong each other. T he technical 
term o f  this exchange process is message 
passing. An exam ple w here m essage passing is 
requircd is when we decom pose the original 
domain o f  a íluid flow  into tw o parts and assign 
information o f  each part to  tw o individual 
processors. In th is case, the  tw o processors 
must exchange iníbrm ation o f  the  shared 
boundary betw een the tw o sub-dom ains in 
order to  carry  o u t com pu ta tion  in each  sub- 
domain since the flow  condition a t the  shared 
boundary is now  the natura! boundary condition 
o f  each sub-dom ain. H ereinafter, a  shared 
boundary is the boundary that appears due to 
the sub-dom ain decom position. Natural 
boundaries im ply the  boundaries o f  the whole 
o rignal domain.

The partitioning o f  the original com putation 
dom ain into sm all sub-dom ains should be 
perform ed carefully since there is always 
dependency am ong these sub-dom ains. In many 
cases, the exchanged inform ation may become 
extrem ely huge that the required tim e for the 
m assage passing process exceeds the 
com putation time. ỉn  such cases, the 
parallelization has negative result. Ít is thereíòre 
o f  critical im portance to  consider the balance 
betvveen the  com putation tim e and the time 
needed for m essage passing [6,7].

3.2. M essage passing

There are a num ber o f  m essage passing 
techniques used in paralle! com puting system s. 
Som e exam ples are Threads and Inter-Process 
C om m unica tion  (IP C ) used  in  a  s ing le  system  
w ith m ultiple processors, o r other techniques 
such as TC P sockets, Rem ote Procedure Calls 
(RPCs), o r even m essage passing techniques 
based on the storing and exchanging o f  
iníòrm ation by m eans o f  using shared fíles in 
the system  [8]. H ow ever the m ost e íĩic ien t way 
is using particular libraries pre-developed for 
the purpose o f  m essage passing in a local 
netw ork o r in a  single system . There are two 
m ost popular libraries: PVM  and M PI. Because 
o f  the  popularity o f  those libraries, parallel 
codes w ith m essage passing based on PV M  or 
M PI can be executed in m any com puting 
system s ranging from  laptops to  large 
m ainfram e C RA Y  system s.

The PVM  library can be used in d iíĩeren t 
parallel com puting platform s. This library is 
w ritten for applications based on the 
program m ing languages such as c ,  C ++, and 
FO R TRA N. T he recent versions can run on 
Java or Python system s. This library has 
advanced features appropriate for com plicated 
distributed-com puting applications. Hovvever 
its execution is quite slow  due to the
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m echanism  o f  the calls  to  execute message 
passing sub-routines. M oreover the calls, which 
are related to  the organizing o f  exchanged 
m essages, do not have a  sense o f  a íriendly 
program m ing environm ent o n  its ovvn [9, 10].

On the  contrary, M PI is another message 
passing library released in 1994 w ith some 
diíTerent features. This library has special 
advantageous if  applications is running on a 
single M assively Parallel P rocessor (M PP). 
M PI has m ore com m unication íunctions than 
PV M  does. Thereíbre M PI is o f  m uch interest 
w hen applications are intended to  use special 
com m unication m odes vvhich are not available 
in PVM . A usually cited  exam ple is the non- 
b locking send function in M PI. In our parallel 
com puting  system, since w e use a  single 
parallel Computer w ith 4 CPƯS, the M PI library 
is m o st ap p rop ria te  [1 0 ,1 1 ].

3.3. Three síeps o f  the para ỉle ỉiza íion  o f  a 
p ro b lem

T ypically  there are three steps in 
parallelizing a  problem. These steps include [12]:

a) D ecom posing the problem  into sub-dom ains 
and sub-data. Subsequently, in this step, there 
are  th ree  possibilities:

- C om plete or full parallelization: the 
problem  can be fully parallelized i f  it can be 
decom posed  into individual tasks that rarely or 
even  m ay no t need to  exchange iníòrm ation 
am ong each other. T he parallel e íĩìc iency  may 
reach 100%  in this case. Such problem s are 
really  few.

- D om ain decom position parallelization 
(data decom position): to  apply this m ethod, the 
data  o f  the  problem  usually has main features: 
large, separate and static.

- C ontrol decom position: th is  m ethod is 
applied  to  problem s w ith non-static data and an 
unfixed num ber o f  lasks. In this case, data 
decom position  can not be applied. H ow ever

each processor will have different tasks and  we 
can control the task flow  o f  the application to 
parallelize the  problem.

b) A ssignm ent: this step is m apping data and 
distributing tasks to  nodes. This step is closely 
related to  the  concept o f  load balancing that 
determ ine the  breaking o f  a program  into tasks 
and assigning those tasks to  nodes based on 
processor (node) availability.

c) O rchestration: this step aim s to orchestrate 
threads to  reduce com m unication and 
synchronization costs, and increase parallel 
eíĩiciency.

C onsidering the parallelization techniques 
and our num erical m ethod show n above, the 
spatial dom ain decom position technique is the 
most suitable one. T hereíore the  technique is 
applied in th is study.

4. Parallelization o f  the num erical model

4. L  D om ain  decom position a n d  data  
transm ission

Since each sub-dom ain am ong decom posed 
sub-dom ains may shares at least one boundary 
vvith the rem ained sub-dom ains. W e consider 
and show  below  the parallel algorithm  in the 
case that 2 CPU s are used. In that case each 
CPU  alw ays conừols only  one sub-dom ain. The 
algorithm , w hen w e have m ore than 2 sub- 
dom ains i.e. m ore than  2 C PU s, is sim ply a 
m ultiple o f  the algorithm  in the case o f  2 CPUs.

- A ssum ing that the  original w hole domain 
is divided into ừ iangu lar com putational cells 
(or unsưuctured  m eshes in general) and is 
decom posed into tw o sub-dom ains (nam ed sub- 
dom ain I and sub-dom ain II) as  shovvn in Fig.2. 
The tw o sub-dom ains share the boundary 
denoted by the bold red  line (shared boundary). 
CPU 1 is responsible for the  left sub-domain 
and CPU 2  for the right sub-dom ain.
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- Considcring 2 cells num bered I and IV as 
shovvn in Fig.2. Cell 1 is surrounded by cells II, 
III an d  IV. Cell IV is surrounded by cells I, V 
and V I.

- At tim e step n  , the required input to 
com pute h  , h u  and h v  for cell IV is the 
values o f  h  , h u  and h v  , w hich were 
com puted during the previous tim e step, o f  the 
cells I, V and VI. CPU 1 already stores the 
values o f  cell V and VI. T he values o f  cell I 
vvere com puted in CPU  2 and now  need to  be 
transm itted to  CPU 1. Sim ilarly vve see the 
sam e calculation and transm ission for cell I. 
G enerally  speaking, i f  we have N  shared 
boundary cells in each sub-dom ains, at each 
tim e step we need to  exchange 3 N  values o f 
h , h u  and h v  from CPU 1 to  CPU 2 and vice 
versa. In the case o f  2 CPƯS, the num ber o f  
variables that needs to  be exchanged between 
them  \ s 6 N .

Further assum ing that the original dom ain 
has M  com putational cells and each sub- 
dom ain has A /l =  Ả / / 2  cells. Then the steps 
o f  the  com putation each CPU does, in the case 
o f  2 C PU s i.e. 2 sub-dom ains, include:

S tep 1: Each CPU reads spatial and 
geom etric data, initial and natural boundary 
conditions o f  the vvholc dom ain, and 
iníbrm ation o f  the shared boundary then does 
com putation for the w hole dom ain (for the íirst 
tim e step only).

Step 2: For next tim e steps, each CPU  does 
the follow ing tasks:

C PU  1:

- D o com putation for the sub-dom ain I.

- Send 3 N  values o f  the shared boundary 
to  CPU  2.

- Receive 3 N  values o f  the shared 
boundary from CPU  2.

CPU  2:
- D o com putation for the sub-dom ain n .

- Send 3 N  values o f  the shared boundary
to CPU 1.

- R eceive 3 N  values o f  the shared 
boundary from  CPU 1.

Step 2 is repeated until the last time step, i.e. 
vvhen the com putation com pletes.

Step 3: C PU  1 receives all the com puted 
results o f  the  sub-dom ain II, o f  all tim e steps, 
from C PU  2. In th is step:

-  CPU  1: Receive 3 A /l values o f  the sub- 
dom ain II from  CPU  2.

- CPU  2: Send 3 M 1 values o f  the sub- 
dom ain II to  C PU  1.

Fig. 2. A sketch o f 2 sub-domains and computational
cells.

Rem arks:

- The reduction o f  the com putation tim e 
com es m ainly  from  Step 2 vvhich is repeated.

- T he com putation tim e o f  the sequential 
com putation is equal to  the  com putation tim e o f  
on e  C PU  fo r  th e  w ho le  dom ain  co n sis tin g  o f  

M  cells. T he  com putation tim e o f  the parallel 
com putation is equal to  the com putation tim e 
one C PU  needs to  com plete com putation for 
one sub-domain consisting o f  M  /  2  cells, plus 
the data transm ission time.

G eneralizing for the case that we have NP 
CPU s (in that case each sub-dom ain has 
M  /  N P  cells):
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-  D epending on the m esh g e n e ra tio n  

techn ique used, each sub-dom ain m ay have one 
o r  m ore shared boundaries w ith  o ther sub- 
dom ains. T he optim izing m esh generation 
strategy  is the one that reduces the  m ost the 
num bers o f  shared boundary cells  and ensures 
those  num bers, o f  all shared boundaries, are 
abou t equal to  each other. T hat feature is 
im portant to  reduce the tim e o f  sending and 
receiv ing  data and to  synchronize the data 
ư ansm ission  processes am ong CPU s.

- T he  com putation tim e o f  the  parallel 
com putation  is equal to  the com putation time 
o n e  CPU  neeđs to  com plete com putation for 
o n e  sub-dom ain consisting o f  M  /  N P  cells, 
p lus the data  transm ission time.

4.2. The flo w ch a r í o f  the pa ra lle l com puíation

T he ílovvchart o f  the parallel com putation 
execu ted  in each CPU  is shovvn below:

Fig. 3. The flowchart o f the paralỉel computation 
executed in each CPU.

T he routines and their features are:

Reading_D ata: this is the first routine 
called when the program  is executed. This 
routine reads the data o f  the  com putational 
m eshes, dom ain geom etry, natural boundary 
and initial conditions o f  the original vvhole 
dom ain. It also does initializing tasks required 
for the w hole parallel com puting process.

Read_SubD om ain_D ata: this routine 
reads control data o f  each sub-dom ain, and 
iníòrm ation o f  the shared boundaries. Each 
CPU  stores the iníòrm ation o f  its sub-dom ain 
and o f  its shared boundaries, and then does 
com putation for only  its pre-assigned sub- 
domain.

TreatingJB oundary: this routine
calculates (in terpolates) values o f  the variables 
a t d iíĩe ren t types o f  natural boundaries using 
boundary data  provided.

G odunov_R oe_Solver: this routine
solves the  2D  shallovv w ater equations based on 
the num erical m ethod shovvn above.

Sending_Receiving: this routine
sends/receives new  com puted values o f  the 
variables o f  the  cells along  the shared 
boundaries to/from  o ther sub-dom ains. This 
routine uses M PI_SEN D () íiinction to send data 
and M PI_R EC V () function to receive data.

U p d a tin g V ariab les : this routine
updates new  com puted values. Those values are 
used in the next tim e steps.

5. P arallel com putation for ỉh e  problem of 
tidal propagation in  the G u lf o f  Tonkin

5.1. G eom etric data, m esh  generation, 
boundary conditions a n d  domain  
decom positions

T he com putational dom ain is shovvn in 
Fig.4. T he com putational m eshes, vvhich are



N.T. Thang, N.T. Hung! VNU Ịoumal of Science, Earth Sciences 25 (2009) 104-115 111

unstructured triangular m eshes, are generated 
u sin g  a com m ercial mesh generation package 
(F ig .5 )[1 3 ].

Fig. 4. The geometry o f the Gulf o f Tonkin.

In this study, there is no  w ind data so that 
w ind e íĩec t is not considered. Further 
im provem ents o f  the m odel w ill include wind 
e íĩec t in the source term  o f  the govem ing 
equation.

N atural boundaries are show n in F ig .6 
below . T he follow ing conditions are used at 
those boundaries.

R iver dischargcs into the  com putational 
dom ain are obtained from the  com puted results 
by a one-dim ensional hydraulic m odel 
developed a t the Institute o f  M echanics.

Reílective and no-slip  boundary 
conditions are used a t the rigid boundary.

Free-f!ow  and w ater level (tidal level) 
boundary conditions are appiied  a t the  open sea 
boundaries.

A s  for initial condition, constant w ater level 
and zero  velocity are set for the w hole domain.

T he  com putational m eshes for the  w hole 
original dom ain and the natural boundaries are 
show n in Fig.5 and F ig .6 respectively below.

Fig. 5. The computational meshes o f  the whole 
computational đomain and the river outlets.

The w hole dom ain is divided in to  24249 
triangular m eshes and 12928 nodes (the  total 
num ber o f  the  vertexes o f  triangles).

Fig. 6. Natural boundaries.

Three cases o f  sub-dom ain decom positions, 
w hich correspond to  2, 3 and 4 sub-dom ains, 
are show n below  in Fig.7 to  Fig.9 respectively.

ZB(m)
I 5 50̂63 
I  9  0 1 1 2 5  
1 - 1 2 5 1 8 9  

1 - 1 6  0 2 2 5  
I  - 1 9  5 3 8 1  

1 - 2 3  0 3 3 8

•»Ỉ3«4
I  3 0  0 4 5  
I  3 ) 5 5 0 6
1 - 3 7  0 6 6 3  

I •40.M1B

I  4 ;  5 7 3 1I ỉ’

VIETNAM
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Fig. 7. Sub-domain decomposition: 2 sub-domains.

Fig. 8. Sub-domain decomposition: 3 sub-domains.

Fig. 9. Sub-domain decomposition: 4 sub-domains.

5.2. C om puted re su lts  a n d  com parisons

T he com puted  results by parallel 
com putations are íìrs t com pared with that by a 
sequentiai com puting  m odel TID E2D  w hich is 
also developed, validated and  applied in 
Institute o f  M echanics, V A ST. Both m odels are 
applied to  sim uiate tidal propagation in the G u lf 
o f  Tonkin during the  flood seasons in 2004 and 
2005. The w ater level com puted by the tw o 
m odels a t the  riv e r outlets Day, Ba Lat, V an Uc 
and T ra Ly (F ig .5 ) a re  used in the com parisons. 
G ood agreem ents a re  obtained as  shown in the 
íìgures below. F o r ease o f  showing the 
com puted resu lts, the  parallel model is now 
called PA R A L L E L 2D . It should be noted here 
that, the com puted  results by the 
PA R A LLEL2D  m odel show n in from F ig .l0  to 
F ig .l3  w ere ob ta ined  when com putations were 
perform ed using o n ly  one C PU  for the who!e 
dom ain (no  paralle l com putation, i.e. no sub- 
dom ain decom position).

T he shared 
boiuidaríes



N.T. Thang, N .T. H ungỉ VNU Ịournaỉ o f Science, Earth Sciences 25 (2009) 104-115 113

Com puted results from  l:00pm  on July 
14, 2004 to 23:00pm  on A ugust 12, 2004

Fig. 10. Computed vvater levels at Day outỉet.

ĩ  T------------------------------------------------------------------------------------------------

V  n  I *  w  U I  i n  » 1 W  B )  > 1  « )  n  «  U )  M I m  I U  M  «  
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Fig. 11. Computed water levels at Ba Lat outlet.

C om puted results from  l:00pm  on June 
01 ,2005  to  23:00pm  on June 30, 2005

■ĩ ■   »-  ■—. < »— --- --- --- ---  T—r  .  » r - .  r —r—.
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Fíg. 12. Computed water levels at Van Uc outlet.
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Fig. 13. Computed water levels at Ba Lat outlet.

N ext are the com parisons am ong the 
com puted results by the PA R A LLEL2D  model 
w hen parallel com putations are perform ed 
using d iíĩe ren t num bers o f  C PU s. T he num bers 
o f  C PU s, i.e. the num bers o f  sub-dom ains 
respectively, used in parallel com putations are
1, 2, 3 and 4 CPƯS. Those com parisons are also 
o f  high im portance before considering the 
com putation tim e efíìciency since they ensure 
the consistency am ong the com puted results 
w hen the original dom ain is decom posed into 
d iíĩeren t num bers o f  sub-dom ains. The 
com parisons vvere períorm ed for the  vvhole 
dom ain. It is im portant to  em phasize Uiat the 
com puted results, w hen 1, 2, 3 and 4 CPU s 
w ere used, a re  all the sam e. For brevity, 
computed results a t Day and Tra Ly outlets from 
l:00pm  on June 01, 2005 to  23:00pm  on June 
30, 2005 are shown in F ig .l4  and 15 below.

Fig. 14. Computed vvater levels at Day outlet.
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P a ra M 2 0  (2 CPU) 
P araếaO D  (3  CPU) 

(4  CPU)

6 . C onclusions

Fig. 15. Computed water levels at Tra Ly outlet.

R esults o f  com putation  tim e effĩc iency  
calcu lated  corresponding  to  each  num ber o f  
C PU s used, w hich are 1, 2, 3 and  4 CPƯS, are 
show n in F ig .l6 .
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Fig. 16. Compulation time corresponding to each 
number o f  CPƯS usẽd.

F ig . l6 show s th a t com putation  tim e, w hen 
the  num bers o f  C PU s used are  2, 3 and  4  C PU s, 
is 69.5% , 56.7%  and 53 .7%  respectively  o f  the 
com putation tim e w hen on ly  one C PU  is used 
(n o  parallel com putation). T he reduction  o f  
com putation tim e is no t linear since w hen the 
num ber o f  C PU s increases, i.e. the  num ber o f  
sub-dom ains increases, the  requ ired  tim e for 
data  transm ission increases d isproportionately . 
On the  overall, com putation  tim e is reduced 
sign iíỉcan tly  w hen parallel com putations are 
períòrm ed using m ultip le  CPƯS.

T he dom ain  decom position  paralIelization, 
w hich  is app lied  to  the  G odunov type num erical 
schem e fo r paralle l com putation  o f  the  2D 
shallow  w ater m odel, has been carried out. The 
research  resu lts  a re  h ighly  prospective. WTien 
the  parallel m odel is applied  to  sim ulate tidal 
p ropagation  in the  G u lf  o f  T onkin , on  a  parallel 
platform  w ith  fo u r 2 .8G H z C PU s, the 
com putation  tim e is only  abou t h a lf  o f  th a t o f  
the  sequen tial com putation  using only  one 
C PU . T h is paralle l m odel should be further 
im proved to  run  on o ther parallel platform s 
w ith  m ore C PU s.
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