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Abstract: The article presents an overview of the application of machine learning techniques in education science research. The research process shows the use of technology in learning and teaching, collecting information, analyzing and processing data to provide high-accuracy answers or advice in solving educational issues is the trend and strength in education science research. Through this, the authors make recommendations on some research directions in the field of education approaching international publications.
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1. Introduction

Today humanity has entered the era of technology-based creativity. The Industry 4.0 is shaped inseparably with data and data analysis, which poses challenge to organizations, individuals, scientists, researchers, managers and organizers, etc. in handling of data to improve efficiency and capacity of activities and to reduce the risks. For the operation of any agency or unit, data is considered an asset, a core part of strategic activities which brings about great value in organization management and increasing competitiveness. The characteristics of data in the digital age are of very large volume, complex structure, fast change, so techniques have to be further developed to respond to new data analysis needs, transforming data into information and continuing to transform information into operations and strategies for helping leaders and units make important decisions in managing and organizing. In addition, the data will provide sufficient and quantitative scientific arguments for scientists and researchers to make judgments with high accuracy,
2. Literature Review

2.1. Artificial Intelligence and Machine Learning

Machine learning (ML) is the study of computer algorithms that can improve automatically through experience and by the use of data [1] Machine learning is an area of artificial intelligence that deals with the study and construction of techniques that allow systems to “learn” automatically from data to solve specific problems. Machine learning technology can be considered an effective solution for data mining in the current global digital transformation context. Therefore, the research and application of machine learning techniques in education science is very urgent and it should be developed and organized in a methodical way to meet the requirements of digital transformation in schools, in education and training in general today.

In the field of Machine Learning an advantage to this technology is that computers do not need to be programmed explicitly and specifically, computers are fully capable of changing and improving factors about algorithms, or in other words computers are approaching artificial intelligence (AI) technology. Artificial intelligence is an important technology of the world's Industry 4.0. This technology is widely applied in many fields such as: economy, culture, society, education,... AI is applied not only for modern scientific and technological facilities but also gradually for all areas of life.

2.2. Machine Learning Research in Education

One of the first uses of machine learning in education was helping quizzes and tests go from multiple choice to fill-in-the-blank. The evaluation of students' free-form responses is based on Natural Language Processing (NLP) and machine learning. Various studies on the effectiveness of automated scoring have shown better results than human scoring in some cases. Furthermore, automatic scoring provides more scores faster than humans, which makes it useful for creative assessment.

A few years ago, prediction was considered an application of machine learning in education. A study conducted by Kotsiantis (2012) [2] presented a new case study describing the emerging field of machine learning in education. In this study, student-specific data and grade data were mined as a dataset for a regression machine learning method used to predict students' future academic performance. Likewise, a number of projects have been conducted including one that aims to develop a predictive model that can be used by educators, schools and policy makers to predict the risk of...
students dropping out of school. IBM's ChalapathyNeti shared IBM's vision for Smart Classrooms using cloud-based learning systems that can help teachers identify students at highest risk of dropping out and observe why they have difficulty, as well as provide details on the interventions needed to overcome their learning challenges.

Supervised learning is based on learning from a set of labeled examples in the training set so that unlabeled examples in the test set can be identified with the highest possible accuracy (G. Erik, 2014) [3]. This model of learning is very efficient and it always finds solutions to some linear and non-linear problems such as classification, vegetation control, forecasting, prediction, robotics and many other matters (Sathya and Abraham 2013).

Some existing works have focused on supervised learning algorithms such as Naive Bayesian Algorithm, Association Rule Mining, Artificial Neural Network (ANN)-based algorithms, Logistic Regression, CART, C4.5, J48, (BayesNet), SimpleLogistics, JRip, RandomForest, Logistic Regression Analysis, ICRM2 for classification of school dropouts (Kumar et al., 2017). However, according to classification techniques, Neural Networks and Decision Trees are two methods that are widely used by researchers to predict student performance (Shahiri et al., 2015). The advantage of neural network is that it is capable of detecting all possible interactions between predictor variables (Gray et al., 2014) and can also perform complete detection even in the complex nonlinear system between dependent and independent variables (Arsad, PauziahMohdBuniyamin, Norlida Manan, 2013), while decision map has been used because of its simplicity and ease of exploration for discovery of smaller or larger data structures and value prediction (Natek and Zwilling, 2014) [4].

Unlike supervised learning algorithms, unsupervised learning algorithms are used to identify hidden patterns in unlabeled input data. It refers to the ability to learn and organize information without signaling errors and to be able to evaluate potential solutions. Sometimes the lack of direction for the learning algorithm in unsupervised learning can be beneficial, as it allows the algorithm to find patterns that have not been considered before (Sathya and Abraham, 2013) [5].

Matrix analysis is a clustering machine learning method that can fit several variations (Yang et al., 2014) [6]. The study presented by Hu and Rangwala (2017) describes matrix analysis. In Elbadrawy et al., (2016) [7], two classes of methods for building predictive models have been presented. The purpose of the research is to facilitate degree planning and identify who is at risk of failing or dropping a class. The first layer builds the model using linear regression and the second layer uses matrix analysis. Regression-based methods describe course-specific regression and personalized multilinear regression while methods based on matrix analysis incorporate a standard matrix decomposition approach. The mentioned approach is applied on dataset generated from George Mason University (GMU) transcript data, University of Minnesota (UMN) transcript data, UMN LMS data and MOOC data of Stanford University. One limitation of the matrix decomposition method is that it ignores the sequence in which students took different courses. In addition, the latent representation of a course can be influenced by a student's performance in subsequent courses.

Furthermore, the study presented in the work of Iam-On and Boongoen (2017) [8] has proposed a new data transformation model, which is built on the summary data matrix of combinatorial clusters based on link. The aim of the research was to establish the clustering method as a practical guide to explore the types and characteristics of students. This was done by using an education dataset obtained from an operational database system at Mae Fah Luang University, Chiang Rai, Thailand. Like some existing dimensionality reduction techniques such as Principal Component Analysis and Core Principal Component Analysis, this method aims to achieve high classification accuracy by transforming the original data into a new form. However, the common limitation...
of these new techniques is that it requires time complexity, so it may not scale well to a very large data set. Although the worst-case review time is not strictly for a time-intensive application, it can be an attractive candidate for quality research, such as identifying high school students at risk of failing.

Deep Neural Network (DNN) is an approach based on Artificial Neural Network with many hidden layers between input and output layers (Deng and Yu, 2014) [9] while the Probability Graph Model (PGM) combines probability theory and graph theory to provide a compact graph-based representation of general probability distributions exploiting conditional independence among random variables (Pernkopf et al., 2013). Similar to shallow ANN, DNN can modelize complex non-linear relationships (Ramachandra and Way, 2018) [10]. Various deep learning architectures such as Recurrent Neural Networks (RNNs) and other probabilistic graphical models such as Hidden Markov Models (HMMs) have been used for the dropout problem (Fei and Yeung, 2015) [11].

The study presented by Fei and Yeung (2015) was considered two temporal models - the state space model and the cyclic neural network. These approaches have been applied in two MOOC datasets, one provided on the Coursera platform, called “Culinary Science” and the other on the edX platform, called “Gender” Introduction to Java Programming”. The purpose of the research was to identify students at risk of dropping out. State space model describes two variants of Input Output Hidden Markov Model (IOHMM) with continuous state space while recurrent neural network describes RNN and RNN cells with short term memory cells lengths (LSTMs) are hidden units. IOHMM is recommended for learning problems involving sequential structured data. Since it is derived from the HMM, it has learned to map the input string to the output string. Furthermore, unlike the standard discrete-state HMM, the state space in the IOHMM formula is described as continuous, so the state space can carry more representation than enumeration of states. Moreover, unlike feed-forward neural networks such as multilayer Perceptrons, recurrent neural networks allow network connections to form cycles.

Many schools have now begun to create personalized learning experiences through the use of technology in the classroom. Thanks to the advancement of the amount of data collected, machine learning techniques have been applied to improve the quality of education including areas related to learning and content analysis (Lan et al., 2014), knowledge seeking (Yudelson et al., 2013) reinforcement of learning materials (Rakesh et al., 2014) [12] and early warning systems (Beck and Davidson, 2016) [13]. The use of these techniques for educational purposes is a promising area for the development of methods to explore data from educational institutions that compute and discover meaningful patterns (Nunn et al., 2016) [14].

In Vietnam, some scientists have initially conducted research on the application of machine learning in education science. Having taken the advantage of the superior features of the Mymedialite system, (Listen, 2013) [15] they built a method to predict student performance. The authors have shown that it is only necessary to build a program that reads the data, checks and converts them to a format suitable for the prediction algorithm, configures the input parameters of the algorithm, calls the built-in functions in the library to train and predict the results, and finally save the prediction data to the database so that it can be exploited to the needs of the application system. However, the authors also recommend that there are some problems when switching to the system of suggesting subject selection, which is to pay attention to logic, pedagogy and specialized orientation because the problem of predicting learning outcomes is solved by an approach similar to the ranking problems in RS. This is the matter that needs further research.
Another study using two data mining algorithms Naïve Bayes and Logistic Regression also gave some positive results in predicting learning outcomes and predicting forced withdrawal (Uyen and Tam, 2019) [16]. With this algorithm, it is possible to accurately indicate which students need to study hard to reduce the risk of being forced to stop studying.

With 18 data fields but focusing mainly on 2 main attribute fields named gender and cumulative score, the authors (Sang, Dien, Nghe and Hai, 2020) [17] have proposed a method to predict students’ learning results by deep learning techniques to exploit the database in the student management system at Can Tho University. After collecting data, the authors conduct analysis, select suitable attributes, preprocess the data, design and train the MLP network. With the design and training of multi-layer neural networks, the results obtained on predicting student learning outcomes are the initial results in applying machine learning and deep learning techniques to support management process of training activities in the university.

3. Methodology

By using some methods for literature review such as: narrative review, descriptive review, scoping reviews, systematic reviews, searching the extant literature, some findings about literature review of applications of machine learning in education research were proposed.

Literature review was implemented through steps: screening for inclusion, assessing the quality of primary studies, analyzing and synthesizing data.

4. Findings

Machine learning is a technology that is applied in many fields. Although Machine Learning technology also has a similar feature to technologies with limitation to implementation of solving research problems, it is necessary to emphasize that the fields in Machine Learning are very broad, especially in functions of education science.

Nowadays the education context has changed greatly when the learning conditions of learners are improved with investment both at the national, school and learner levels. Technology has become a productive part of the educational process. In addition, individual learning needs are focused. Therefore, pedagogical research is being redirected to in-depth study of learner behavior to establish individual learning programs; at the same time it exploits big data of learners to diagnose and reorient the learning process of learners in particular, and manage/operate the educational process in general. It is also the content that machine learning can be applied to in education science research. In this article, we focus on in-depth analysis of some problems applying machine learning in supporting education scientific research.

4.1. The Problem of Image Processing in Education

The education trend of the 21st century is open education and mass education, so in addition to the theoretical knowledge imparted academically, it is necessary to have the participation of images, which contributes to the development of the society to support for the theoretical knowledge that needs to be conveyed and this is also relevant to the issue of open education and mass education in the current context.

4.2. The Problem of Text Analysis and Data Mining in Education

With the trend of open education and mass education this is the basis for the formation and construction of open learning resources, which requires convenient technology algorithms to solve these two problems. The problem with open learning materials is to discover and gather databases of scientific and technological knowledge; besides there is a need for an AI-based technology, artificial intelligence to support learners as well as teachers in analyzing texts based on the needs and goals of teachers and learners.
Text analysis is the process of extracting or classifying information from text.

The problem of information extraction (Information Extraction): this is the problem of manipulating the algorithm most used by teachers and learners. From a specific database, this operation can help teachers and learner extract the information and search fields that are suitable for the field and the knowledge that teachers and learners need to be provided.

Data mining is the process of discovering valuable information or making predictions from data. This is an overarching problem, but now databases are in the form of Big data with very large data sources, which will be very difficult for learners as well as teachers in education if they can't do data mining proficiently, then it will be also difficult to find the right data.

5. Discussion

About the Problem of Image Processing in Education, Machine learning can process images based on the following methods and applications such as analyzing information from images and from an image needing processing. Machine Learning technology can handle a number of following problems:

Firstly, the operation of tagging images (Image Tagging). This is a very familiar operation that appears on popular social networks such as Facebook, Instagram, Tiktok. This is a function based on the broadcasting algorithm and self-recognize the individual's faces in line with the individual's images and faces stored in databases. This algorithm is manipulated based on the provided database and then automatically finds similar photos of an individual that have been used before. Using this image tagging function is very possible in the field of education based on additional jobs for teachers such as attendance, class list management, as well as being convenient for learners when being accepted and taking the information of the class.

Secondly, the operation of character recognition (Optical Character Recognition), which is also a very familiar operation. Now there are many applications on smartphones that help users to store the following documents in jpg or pdf file format. The character recognition algorithm from machine learning is an upgrade of technology, this is a very important field in education, especially in the context of education that is promoting digitization, digital transformation, having a Machine Learning algorithm with the ability to recognize characters, documents in the form of characters are presented, recognized by this algorithm and converted to digitized form for use and storage is considered very useful. This is an algorithm that greatly contributes to both learners and teachers in the problem of storing information and communicating knowledge between teachers and learners in both face-to-face and online interactions.

About the Problem of Text Analysis and Data Mining in Education, the problem of manipulating the algorithm most used by teachers and learners, was considered through the below issues:

Firstly, the algorithm detects anomaly (Anomaly detection); this is the method by which the algorithm detects anomalies, such as cheating in the learning process, or at a higher level, it detects anomalies in the research and development (R&D) of a science and technology activity in a university. To be able to detect anomalies, it is necessary to mine data with anomalous properties and compare it with standard values so as to synthesize and make an assessment of the operation. This is a very necessary and essential algorithm for teachers and learners.

Secondly, the algorithm detects the rules (Association rules): the data mining of teachers and learners often takes place many times, from which the algorithm will build a database of trends in science and technology needing to search, then it will synthesize search rules as well as frequently searched fields for teachers or learners, and finally AI technology will make
predictions about search trends as well as propose scientific fields and necessary knowledge in accordance with the search trends of teachers and learners.

Thirdly, grouping algorithm (grouping) is also an important algorithm. Grouping operation is the operation often used by teachers in dividing students in the class into groups based on common characteristics as well as the appropriate field of study. With the background of AI technology and database of learners, grouping will be easier for the teacher to manipulate and it is also suitable to the characteristics of the learners.

Fourthly, prediction - this is an algorithm with predictive nature. It can be confirmed that predictive research is a difficult type of research in science and technology. In teaching activities, teachers need to do experiments to verify the responses of those parameters in practical conditions. The use of AI and this algorithm contributes to predicting research results, ensuring cost and safety for teachers and learners.

6. Conclusion

For the most part the application of machine learning in particular and data mining in general in education research is various. However, domestic research in this area is still quite limited. One of the main reasons is that the digital transformation in education in Vietnam is relatively slow compared to other countries in the world. The collection of digital data, digital transformation of contents in education in general and in schools are being carried out in initial steps. In addition, data mining algorithms and machine learning techniques are increasingly developed, the choice of which algorithm is suitable for logic, the requirements of educational problems is an issue that should be further promoted in research. This is the initial approach for the birth and growth of a new research trend - the application of artificial intelligence (AI) in education.


