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Abstract: The study investigates the reliability and user feedback about the rubrics to evaluate English – Vietnamese consecutive interpreting tests taken by undergraduates at VNU-ULIS created by Tran and Do (2022). Five VNU-ULIS raters – two experienced raters and three novice ones – independently rated ten different interpreting tests and provided their feedback on the rubrics. The results reveal the newly created rubrics is mostly considered user-friendly and practical application for interpreting evaluation. Overall, inter-rater reliability, which was presented through Cronbach’s alpha and the single measure intra-class coefficient, was acceptable. Besides, the value among the novice raters was higher than that between the two experienced ones. The raters’ perception of each quality criterion and their rating process may account for the differences in their score decisions. The findings also suggest further improvements in terms of descriptor wording, weightings and rater training.
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1. Introduction

Regarding effectiveness testing of evaluating tools, Lee (2008) pointed out that the central concepts in all assessments are validity and reliability. The validity is “the extent to which we can interpret a test score as an indicator of the ability we want to measure” (Bachman & Palmer, 1996, p. 21, as cited in Lee, 2008). For example, the level of interpreting skills or interpreting quality should be the only thing being assessed in an interpreting test. Reliability, meanwhile, refers to the consistency of measurement of one assessor in various tests or many different assessors in one test. These are “two interlocking concepts” in which test score is nothing without reliability and reliability is needed to facilitate validity (Sawyer, 2004; Moore & Young, 1997). The study is limited to the reliability of the new interpreting quality assessment set for English-Vietnamese consecutive interpreting established in Tran and Do (2022)’s study.

It should be noted that the goal of assessment criteria developed in Tran and Do (2022)’s study was to evaluate undergraduate students’ competence to provide a good interpreting performance in their final test of an interpreting course, rather than assessment for real-life interpreting or accreditation. By ‘good’ performance, the researchers referred to the ability to synthesize information from a complicated type of speech and to deliver accurate interpretation fluently, confidently
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and coherently\(^1\). In this study, the researchers focus on the effectiveness of the established assessment benchmark to evaluate undergraduate students’ English-Vietnamese interpreting performances in the Consecutive Interpreting course’s final test at VNU-ULIS.

2. Literature Review

2.1. Consecutive Interpreting

Consecutive interpreting is one of the three modes of interpreting that make up conference interpreting (AIIC, 1982).

It involves listening to what someone has to say and then, when they have finished, reproducing the same message in another language. The speech may be anything between a minute and 20 minutes in length and the interpreter will rely on a combination of notes, memory and general knowledge to recreate their version of the original. This form of consecutive is sometimes called “long consecutive” to distinguish it from “short consecutive”, which usually involves a speaker stopping after each sentence (or a couple of sentences) for the interpreter to translate. (Gillies, 2019, p. 1)

CI used to be “the standard for international meetings of every kind” before being overtaken by SI or, to be more exact, the invention of equipment to make SI possible in the 1920s. However, CI has not vanished. In fact, there are numerous situations in which CI is required, such as ceremonial speeches, business trips, guided tours, high-level bi-laterals, negotiations, depositions / court testimony, press conferences, company in-house training courses, etc. CI will be used whenever complicated equipment for SI is unsuitable or impossible in the setting in which the meetings take place. For example, government visits or technical experts’ working trips often involve going around many locations to see how things have been done in another country and the interpreter(s) is expected to get out of the “fully equipped conference centre” to accompany the clients. It means the interpreter(s) has to interpret all descriptions and explanations consecutively. Or in another case, CI is also the only option because the simultaneous equipment has broken down.

There are other reasons why CI is chosen rather than the fact that the setting does not allow SI. Firstly, it is widely believed that CI may “achieve greater accuracy of interpretation” (Van Hoof, 1962; Weber, 1989, as cited in Gillies, 2019; Hale, 2007, pp. 27-30; Pienaar & Cornelius, 2015, pp. 199-200). Because of the nature of CI mode, in which the interpretation is produced after the speaker(s) have finished, the CI interpreter may have time (even it is only a few seconds before starting interpreting) to analyze the SL Content and clarify vague information by asking the speaker directly. Therefore, the interpreter is “less likely to fall victim to misguided anticipation”, which can happen more easily in SI as the interpretation is delivered nearly at the same time as the SL. Also, note-taking and corrections are totally possible in CI; hence, it is argued that consecutive interpreters can reformulate all the elements of the source speech, including tone and nuances. While SI only requires medium levels of accuracy with a strong focus on Content, CI provides high levels of accuracy including the manner of speaking (Hale, 2007, pp. 27-30). That is why CI is preferred in settings where sensitive issues are discussed or the verbatim records of interpretation are kept for evidence, such as

---

\(^1\) Cited from Course guide of Advanced Interpreting course at VNU-ULIS.
Secondly, CI helps assure the effectiveness of the delivery of the interpretation through the interpreter’s interaction with both the speaker(s) and audience. For example, it is totally easy and acceptable for the interpreter to make eye contact with the participants, clarify what has been said as well as manage the discourse turns (Russell & Takeda, 2015, as cited in Gillies, 2019). It is also obvious that CI is chosen because of its convenience and lower costs. Given that SI booths cost more money and a single consecutive interpreter can be responsible for a two-language meeting instead of a team of at least two like in SI, event organizers who want to cut down the expenses will undoubtedly prefer CI to SI (Ouvrard 2013, p. 85, as cited in Gillies, 2019).

In addition to several reasons mentioned above, CI still plays an essential role in interpreting training. In most translation training programmes including ones at VNU-ULIS, CI training is considered the first and foremost element which offers trainees not only fundamental knowledge and skills relating to interpreting but also the foundation for further study on SI. Consequently, the study on this interpreting mode is necessary, especially when the number of papers about CI in the educational context is quite limited.

2.2. Methods for Interpreting Assessment in Educational Context

There are various methods to assess an interpreting performance, including scoring impression, error counts, checklist, analytic scales, etc. (Lee, 2015). Each method has its own advantages and can be used to serve particular assessing purposes. For example, checklist has been widely used for “recording observations”, especially in peer assessment and self-assessment (Brown & Abeywickrama, 2010). The way to conduct the assessment and its purposes may be varied, but, in general, two main approaches to evaluate an interpreting performance in the educational context, namely the holistic marking method and the analytic marking method.

Holistic marking method

The holistic method has gained popularity in both training and the industry since the 20th century (Beeby, 2000, p. 185; Valero-Garcés, Vigier, & Phelan, 2014, as cited in Hale et al., 2012, p. 31). In this marking method, the quality of an interpreting performance will be assessed based on the assessor’s “overall impression”, “against a predetermined total”. That is also why this method is often considered “intuitive” and “impressionistic” (Bontempo & Hutchinson, 2011; Lee, 2009). One obvious advantage of the holistic marking method is that it is fairly easy to understand and usually used for large scale assessment in which no “specific reference to performance features” or just decision about pass or fail is required. (Hunter et al., 1996, as cited in Lee, 2015). However, it is true that holistic marking method would not be a wise choice for inexperienced raters or the ones who are not skillfully trained in it. Green and Hawkey (2010) pointed out that there were radical differences among raters rating the same interpreting performance from holistic perspective because the raters had distinct views on how to interpret and what a good performance should be. As a result, different raters may give different weights to a particular feature of the performance.

Analytic marking method

The nature of this method was pointed out by Mariana et al. (2015, p. 155) in her definition relating the translation testing:

[The analytic method] is a way to assess the quality of a translation by looking at segments of the text [...] and awarding or deducting points
to the overall score of the translation based on whether each text unit meets certain criteria.

In interpreting testing, instead of segments of text, the raters usually look at separate interpreting parts across criteria and finalize the score by using all the various points. So, it can be seen that unlike the holistic method in which the score is generated through overall impression, the analytic one asks the raters to give points based on “pre-specified” criteria. Besides, the definition provided by Mariana et al. (2015) above also mentioned two distinct ways to rate an interpreting performance using the analytical marking method which are (1) error deduction and (2) criterion-referencing ( awarding with the use of scales of descriptors). In some translation tests, the combination of these two can be employed to assess the translation quality (Turner et al., 2010, as cited in Hale et al., 2012, p. 53).

Rubrics-based marking method

It is undeniable that the error-focused marking system has become less popular recently. Instead, the scholars’ attention tended to switch to criterion-referencing, especially rating scales or rubrics (Angelelli, 2007, 2009; Lee, 2005; Lee, 2008; Jacobson, 2009; Lee, 2015) or both methods. The rating scales or rubrics contain one or some criteria of the skills being assessed and several sets of descriptors of the criteria plotted against levels of achievement. A numeric grade or titles like ‘poor’, ‘good’, ‘excellent’ are assigned to each level. In fact, at an early stage in the marking process the assessor still needs to identify the errors that the assesses made. However, the score of an interpreting performance is awarded as the assessor compares and chooses the level which has the most closely matched descriptors in the rubrics.

One of the strengths of the rubrics-based marking method is that it provides assessors with a bigger and more comprehensive view while evaluating the quality of interpreting performance. In other words, the assessors have to consider “a wide range of factors”, like meaning, terminology, style, delivery and the ability of the interpreter, etc., to decide the final score. Because of that, this marking method allows interpreting to be assessed as not only a product but also a process. Secondly, because the rubrics are always attached with a full set of descriptors for each distinguished level, it can be useful for the post-marking stage. For example, trainer(s) can use descriptors, well-designed and written only, to write a detailed and meaningful report of results for their students. It is also easier to justify the result by pointing to the descriptors selected in case there are any disputes from students over the testing results.

However, the rubric-based approach still has its potential flaws. Firstly, to have the rubrics valid, assessing criteria and construct has to be chosen and devised carefully (Angelelli, 2009, p. 22). Secondly, it is important to revise and carefully write the descriptors because any vague terms or expressions can lead to room for differences in what each level means. Besides, because it is obvious that the rubrics-based method is more complicated than the holistic method. An extensive and intensive training and trial marking are required for all raters before officially conducting evaluation.

Notwithstanding these above disadvantages, rating scales or to be more specific, rubrics still showed it usefulness in subjective assessment like language proficiency or interpreting quality performances. The authors firmly believed that the advantages outweigh its disadvantages and use of rubrics is a good method of assessment in this study. Firstly, because assessment means measurement, rubrics with specialized bands for separate criteria will absolutely allow numeric results to be used in interpreting summative
assessment at VNU-ULIS. Secondly, descriptors in rubrics can not only assure the comprehensiveness but also be a more reliable source for raters who do not have much experience in their assessment.

2.3. Consecutive Interpreting Assessment Criteria

This study used the findings in Tran and Do (2022)’s study in which a set of criteria was created for CI test marking purpose in educational context. From 132 criteria in total for interpreting assessment, the researchers analyzed and created the rubrics with three macro criteria which also received considerable agreement among various scholars including content fidelity, target language quality, delivery. This assures there would not be too much pressure on evaluators’ memory to memorize all the criteria but still provides adequate explanation for each to produce more correct numeric assessment.

Content fidelity

Content fidelity is most widely used and “invariably deemed essential” in interpretation rating practice. (Liu, Chang, & Wu, 2008, as cited in Liu, 2013; Pöchhacker, 2001). This concept, in fact, has been given different names and expressions by different researchers. In this study, Content fidelity includes accuracy and completeness of information or meaning transferred from the source language to the target language. This definition was taken from the description of the rating scales used in Chinese and English Translation and Interpretation Competency Examinations (ECTICE exams) for both translation and CI (Liu, 2013).

‘Accuracy’ was mentioned in previous studies by various terms. Bühler (1986), Gile (1995, 1999), Kurz (2001) claimed sense consistency with original messages is a fundamental aspect of interpreting quality. This concept is close to the core quality criteria “accurate rendition” included in Roberts’ (2000) research, Pöchhacker’s (2001) model and Lee’s (2015) interpreting feedback form. It is also similar to “equivalence” proposed by Riccardi (2002) or “equivalent intended effect” in Pöchhacker’s (2001) and includes intelligibility and informativeness in Carroll (1966)’s study. The quality of accuracy here should “go beyond lexical similarity between the source speech and the interpreted rendition” (Lee, 2008). The interpretation is considered as a “faithful image” (Gile 1991, p. 198) or “exact and faithful reproduction” (Jones, 1998, p. 5) of the original discourse. As it is based on the accurate comprehension of the source speech, the interpreted version may achieve the same effect on the target audience as on the source language audience.

In addition to ‘accuracy’, ‘completeness’ also plays a crucial role in interpreting assessment (Kurz, 2001). The completeness of an interpreting performance, at first, is generally defined as the percentage of what is reproduced among all propositional units, as if CI is a variation of typical prose recall (for example, Goldman & Varnhagen, 1986; O’Brien & Myers, 1987). In ecologically sound interpreting research, however, the concept of completeness may be more trained and contextualised to assessors. It is not the relative completeness, but the optimal completeness that interpreters should aim to achieve most of the time, particularly in CI. This idea was succinctly captured by Setton (2005, p. 288, as cited in Setton & Dawrant, 2016) in a relevance-theoretical framework:

Any global measure of quality should therefore include a measure of procedural effectiveness, i.e., of how effectively the interpreter’s discourse evokes the relevant context, in addition to the traditional check on whether information explicitly encoded is sufficiently explicitly rendered. Recognising the
role of inference in communication will lead to a very different assessment of completeness: for example, referents not explicitly reproduced in the output will not be penalised as omissions if they are easily inferable. (Jin, 2017, p. 8)

In the testing system, the level of fidelity may be reflected in the extent to which certain deviations are observed in interpreting performance. These deviations are meaning units, unjustified changes or distortions, omission, additions of the meaning and intention, and logical cohesion. They are easily recognizable and countable; hence the marking can be done more precisely and easy to seek agreement among different raters. Besides, ‘coherence’ or idea organization is also an important element in meaning transferring. This sub-criterion examines whether the interpreted text is arranged in an orderly and consistent manner and whether the different parts of the oral rendering are well integrated into a whole (Ouyang, 2017).

It is also important to note that the rating units for this criterion cannot be individual sentences as individual sentences can "convey at least the 'core' meaning" in the original sentences (Carroll, 1966, p. 56). Considering the nature of consecutive interpretation and the difficulty to match individual target language sentences with source language sentences, a segment of several sentences that cohesively form an idea is regarded as the rating unit. This is also suitable with the final interpreting test structure at VNU-ULIS, in which the whole consecutive interpreting is divided into four to five segments. Each segment can contain two to three meaning units.

2 Consecutive interpreters hear the entire utterance before delivering the interpretation, which means they can take more time to reformulate all the elements of the source speech and it is easier for bilinguals who are present to notice interpreting errors. Therefore, all the elements of language, including linguistic accuracy, tone and nuances, in CI are often assumed and required to be at a higher level than those in SI. (Russel & Takeda, 2014)

Target language quality or language use

Target language quality or target language use is associated with “the quality of the rendition in terms of linguistic ‘correctness’, naturalness, and contextual appropriateness of language” (Lee, 2008). This criterion is similar to the “adequate target language expression” in Pöchhacker (2001)’s model, “form” in Lee (2015)’s feedback form and “target text features” in Wang et al. (2015). It should be noted that Content fidelity and Target language quality are two independent criteria. While the former focuses on the equivalence and amount of information rendered from the source to target speech, the latter targets specifically at the quality of the target language. A qualified interpretation should achieve a greater level of not only terminology and grammar accuracy but also tone and nuances. It should sound a newly created speech in the target language.

The sub-criteria for target language quality are features of terminology, naturalness or idiomatic target-language expressions, grammatical aspects, and register and style. Ineffective source language interference may be included in this criterion.

Delivery

According to Pöchhacker (2001), the quality of an interpreting performance cannot be “pinned down” to linguistic aspects only. The level of communicative effect and impact on the interaction within particular situational and institutional constraints must be considered during the evaluation process. Sharing the same opinion, Wadensjö (1998, p. 287) said “in practice, there are no absolute and
unambiguous criteria for defining a mode of interpreting which would be ‘good’ across the board. Different activity-types with different goal structures, as well as the different concerns, needs, desires and commitments of primary parties, imply various demands on the interpreters.”

Unlike the other two criteria, content fidelity and target language quality, the third criterion under the name of “delivery” can be assessed without reference to the source language or source speech. Delivery features invoke public speaking or, more broadly speaking, effective communication skills (Lee, 2008). It is similar to “successful communicative interaction” in Pöchhacker (2001)’s model.

The criterion ‘delivery’ in this study measures a number of different elements. Fluency is the first and foremost one. This element can be shown through the number of hesitations, length of pauses, frequency of fillers and false starts, repetitions and self-corrections. A successful delivery can also be measured through other obvious elements such as articulation, voice, confidence and pace. Articulation is also known as pronunciation, diction or enunciation, in which in a good interpreting performance, all the words have to be pronounced correctly with appropriate stress and intonation, pleasant voice and easy-to-hear volume. Confidence or poise is a recognizable element and affects the effectiveness of every communication situation. As a result, it is also a sub-criterion in this assessment category. Confidence indicates in both speaking manner and how the interpreter respond to errors during their interpreting process. ‘Pace’, in this research, refers to the interpreter’s ability to switch between two languages, time lag and ability to finish the interpretation within time limit. All the tests are audio-taped with pre-set time for interpretation among each segment, the students who took the test were required to start their interpretation from English into Vietnamese as soon as possible and complete it within that amount of time.

While some researchers or existing framework include “accent” as a marking element (ATA Certification Exam & Zwischenberger, 2010), it is still a matter of controversy whether it should be considered in the evaluation. The reason is it is really hard to measure how good or acceptable an accent should be. In Vietnam, for example, Vietnamese people in the North may find it difficult to fully understand the speech or interpretation conducted by people with Central or Southern accent as there are three main accents belonging to three main regions of the country. Therefore, the researchers decided to exclude this micro criterion in this research.

All three mentioned macro criteria (content fidelity, target language quality and delivery) were then used to write a rubric for evaluating interpreting final tests at VNU-ULIS. It is a 6-point scale from level ‘0’ to level ‘5’. All the descriptors start with “action words” to depict the interpreting and linguistic competences which test takers achieve. Here are some verbs used in the rubric: ‘convey’, ‘make’, ‘organize’, ‘demonstrate’, ‘produce’, ‘show’, ‘have’, ‘interpret’, ‘reflect’, ‘display’, ‘lack’, ‘fail’. The length of rubric does not exceed two A4 pages (in case landscape orientation is applied).

The level of quality was differentiated by the following adjectives: namely, ‘skillful, ‘good’, ‘adequate’, ‘weak’ and ‘inappropriate’; while the gravity of deviations was differentiated by the quantifiers: ‘many’, ‘some’, ‘few’, ‘one’, and ‘no’. In order to add the specification to distinguish such levels, adverbs are also used: ‘entirely’, ‘frequently’, ‘mostly’, ‘very logically’, ‘logically’, ‘adequately’, ‘partially’, and ‘rarely’. Regarding the weightings, Tran and Do (2022) suggested it should be 50% for content fidelity, 25% for...
target language quality and 25% for delivery (for details of the rubrics, see Appendix).

3. Methodology

The aim of this study is to trial the newly developed rubrics through answering the following research questions:

1. Does the newly developed rubrics produce reliable assessment when assessing the final exam of Consecutive Interpreting course at VNU-ULIS?
2. How do the raters comment after using it?

The two research questions are addressed from both qualitative and quantitative approaches. The quantitative (numeric) data are collected and analyzed through a numerical test, followed by another source of qualitative data from an interview. From both sources of data, the authors can corroborate findings across data sets and thus reduce the impact of potential biases that can exist in a single study.

3.1. Research Participants

Five ULIS interpreter trainers (distinguished by codes R1, R2, R3, R4 and R5 for Rater 1, Rater 2, Rater 3, Rater 4 and Rater 5 respectively) were invited to evaluate ten consecutive interpreting from English into Vietnamese, using the proposed rubric. Among those trainers, R1 and R2, Experienced Raters (ER), have 10 years of experience in interpreting training and assessment, R3, R4 and R5, Novice Raters (NR), have less than four years of experience. The five trainers were chosen for the convenience of the study as they were teaching interpreting at the study period and available to join the research.

In this research, five raters were asked to rate the same ten interpreting performances. These samples were randomly extracted from the audio-taped recordings of the final test of Consecutive Interpreting course by ten different third-year ULIS students specializing in English translation and interpretation. The English-Vietnamese consecutive interpreting test was about five minutes in length (including both source language speech and student interpreting time) and divided into 5 subsections of 30-45 seconds each (source speech length). Besides, the English source was from an authentic video in which was performed by a native British speaker at an average speed of 140 words per minute in his real TV show interview. These recordings were chosen as the data in this study because they were collected from the latest English-Vietnamese interpreting exam at the study time.

Before the testing phase, a 30-minute face-to-face rater training was conducted to make sure that all the raters understood the rubric and how to implement the marking process. However, because of differences in their working timetable and social distance during Covid-19, only one rater could join face-to-face training. The others received a guiding package through email and undertook the marking process at their leisure. The package included the procedure consent form, the newly developed rubric, explanation of the criteria in the rubric, a score sheet, a folder of eleven audio files with source speech and students’ interpretations, English source speech transcript and its suggested answer of the interpreting, and a marking sample of a test (see Appendix). The raters were asked to examine the sample carefully and raise questions (if any) before marking the rest of ten interpreting performances. They worked separately without knowing the scores given by other raters. The scores of each marking category had to be written in the score sheet and sent back to the researchers within a week.

After the marking procedure, the raters were all invited to join an interview. The interviews were conducted with three
raters online (through Zoom.us platform) and with two offline (right after they finished their marking). The manner of conducting the interview was semi-structured in which the researchers relied mainly on the given interview question log but still may ask participants to further their answers when necessary. The interview questions were written in English and the interview was expected in English as the participants are all assumed to be proficient users of the language due to their job as English lecturer. In case the participants ask to be interviewed in Vietnamese, the researchers may resort to translating her questions into Vietnamese, and recording all the answers. All the interviews will be recorded using a digital recorder with consent from the interviewees themselves who are informed before the actual interviews begin. During the interviews, the raters were encouraged to share their experience in interpreting training and marking and provide feedback on the newly developed marking rubric.

3.2. Data Analysis

Due to the scope of the study, this research focuses on the reliability of the rating only. Generally, reliability of assessment consists of two types: the consistency among different raters on the same test(s) or inter-rater consistency and the consistency within the same rater across various tests or intra-rater reliability (Bachman & Palmer, 1990, p. 222, as cited in Lee, 2008). However, because testing and retesting of the same test takers and double marking were not undertaken in this study, intra-rater reliability was not examined in this study. Inter-rater reliability is the level of agreement between raters or judges. If everyone agrees, IRR is 1 (or 100%) and if everyone disagrees, IRR is 0 (0%). Several methods exist for calculating IRR, from the simple (e.g. percent agreement) to the more complex (e.g. Cohen’s Kappa or Fleiss’s Kappa).

Cronbach’s alpha and intraclass correlation coefficients (ICC) were chosen to measure inter-rater reliability.

Cronbach’s alpha

Cronbach’s alpha, α (or coefficient alpha), developed by Lee Cronbach in 1951, measures reliability, or internal reliability. The formula for Cronbach’s alpha is:

\[
\alpha = \frac{N \cdot \bar{c}}{\bar{v} + (N-1) \cdot \bar{c}}
\]

Where:

N = the number of items.
\(\bar{c}\) = average covariance between item-pairs.
\(\bar{v}\) = average variance.

In this study, Cronbach’s alpha was computed using SPSS by following these steps:

Step 1: Click “Analyze,” then click “Scale” and then click “Reliability Analysis.”

Step 2: Transfer your variables (q1 to q5) into “Items,”. The model default should be set as “Alpha.”

Step 3: Click “Statistics” in the dialog box.

---

3 Percent agreement is number of agreement scores / total scores. However, chance agreement due to raters guessing is always a possibility - in the same way that a chance “correct” answer is possible on a multiple choice test.

4 Cohen’s kappa statistic measures interrater reliability (sometimes called interobserver agreement). Interrater reliability, or precision, happens when your data raters (or collectors) give the same score to the same data item. In addition, Cohen’s Kappa has the assumption that the raters are deliberately chosen. If your raters are chosen at random from a population of raters, use Fleiss’ kappa instead.

5 Internal consistency reliability is a way to gauge how well a test or survey is actually measuring what you want it to measure.
Step 4: Select “Item,” “Scale,” and “Scale if item deleted” in the box description. Choose “Correlation” in the inter-item box.

Step 5: Click “Continue” and then click “OK”.

Regarding the results of Cronbach’s alpha, the table below suggests a widely accepted interpretation of the results.

<table>
<thead>
<tr>
<th>Cronbach’s alpha</th>
<th>Internal consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha \geq 0.9$</td>
<td>Excellent</td>
</tr>
<tr>
<td>$0.9 &gt; \alpha \geq 0.8$</td>
<td>Good</td>
</tr>
<tr>
<td>$0.8 &gt; \alpha \geq 0.7$</td>
<td>Acceptable</td>
</tr>
<tr>
<td>$0.7 &gt; \alpha \geq 0.6$</td>
<td>Questionable</td>
</tr>
<tr>
<td>$0.6 &gt; \alpha \geq 0.5$</td>
<td>Poor</td>
</tr>
<tr>
<td>$0.5 &gt; \alpha$</td>
<td>Unacceptable</td>
</tr>
</tbody>
</table>

Like any inter-rater reliability, a score of more than 0.7 is generally considered acceptable (Shohamy, 1985, p. 70).

**Intraclass correlation coefficients**

Intraclass correlation measures the reliability of ratings or measurements for cluster data that has been collected as groups or sorted into groups. In other words, the ICC is used to measure a wide variety of numerical data from clusters or groups, including:

- How closely relatives resemble each other with regard to a certain characteristic or traits.
- Reproducibility of numerical measurements made by different people measuring the same thing.

This study takes advantage of the second use. The ICC was also calculated in SPSS with “Two-Way Random” as there were five different raters rating ten tests. The confidence interval is 95%.

Like most correlation coefficients, the ICC ranges from 0 to 1. A high Intraclass Correlation Coefficient (ICC) close to 1 indicates high similarity between values from the same group. A low ICC close to zero means that values from the same group are not similar.

In addition to ICC, mean and standard deviation of ratings were also calculated using SPSS.

### 4. Findings and Discussions

#### 4.1. Reliability of Rating

Cronbach’s alpha was high across the board. All the values were above 0.7, which means that the inter-rater reliability is acceptable and good. In Table 1, the criterion Content fidelity constantly received the highest numbers in the combined group of all five raters, as well as within the other two smaller groups of experienced raters (ER) and novice raters (NR); the numbers were 0.936, 0.862 and 0.874 respectively. This indicated inter-rater consistency in ranking this target criterion in spite of the lack of direct or face-to-face rater training. Cronbach’s alpha for TL Quality, meanwhile, is the lowest. The value for this criterion was good at 0.904 in the combined group and 0.826 in NR group, but it was only considered acceptable in ER group at 0.717. Surprisingly, inter-rater reliability was higher in the NR group than in the ER group. While the gap between Cronbach’s alpha for Content fidelity in the NR group and the ER group was quite small at 0.012, the figure for TL Quality was 0.109, while that for Delivery was 0.16.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Inter-Rater Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cronbach’s alpha</td>
<td>Content fidelity</td>
</tr>
<tr>
<td>Combined group</td>
<td>0.936</td>
</tr>
<tr>
<td>ER</td>
<td>0.862</td>
</tr>
<tr>
<td>NR</td>
<td>0.874</td>
</tr>
</tbody>
</table>
Table 2

**Intra-Class Correlation Coefficient**

<table>
<thead>
<tr>
<th>Intraclass correlation coefficient</th>
<th>Content fidelity</th>
<th>TL quality</th>
<th>Delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined group</td>
<td>0.745</td>
<td>0.652</td>
<td>0.687</td>
</tr>
<tr>
<td>ER</td>
<td>0.757</td>
<td>0.559</td>
<td>0.594</td>
</tr>
<tr>
<td>NR</td>
<td>0.697</td>
<td>0.613</td>
<td>0.76</td>
</tr>
</tbody>
</table>

In order to check how reliable a rater can be, the single measure intra-class correlation coefficients (with 95% confidence interval) were computed. The results reflected a similar trend with the ones shown in data about inter-rater reliability (see Table 2). In the combined group, the value for Content fidelity was still the highest at 0.745, which was 0.058 and 0.093 higher than that for Deliver and TL Quality respectively. The novice raters seemed to be more internally consistent in the rating process than the experienced group. The correlation coefficients for *TL quality* within the NR group was 0.697, but it was only 0.757 in ER group. It can be seen that the correlation coefficients in the ER group for the other two criteria, TL Quality and Delivery, were under acceptable level at 0.559 and 0.594 respectively. However, the intra-class correlation coefficient in the ER group was higher than the NR group, which was 0.757 for the ER group and 0.697 for the NR group.

Table 3

**Mean and Standard Deviation of Ratings by ER Group and NR Group**

<table>
<thead>
<tr>
<th></th>
<th>ER</th>
<th>NR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std. deviation</td>
</tr>
<tr>
<td>S1_CF</td>
<td>1.30</td>
<td>0.00</td>
</tr>
<tr>
<td>S2_CF</td>
<td>2.40</td>
<td>0.14</td>
</tr>
<tr>
<td>S3_CF</td>
<td>3.55</td>
<td>0.35</td>
</tr>
<tr>
<td>S4_CF</td>
<td>2.80</td>
<td>0.71</td>
</tr>
<tr>
<td>S5_CF</td>
<td>2.15</td>
<td>0.92</td>
</tr>
<tr>
<td>S6_CF</td>
<td>1.25</td>
<td>0.35</td>
</tr>
<tr>
<td>S7_CF</td>
<td>1.90</td>
<td>0.14</td>
</tr>
<tr>
<td>S8_CF</td>
<td>1.50</td>
<td>0.71</td>
</tr>
<tr>
<td>S9_CF</td>
<td>4.05</td>
<td>0.35</td>
</tr>
<tr>
<td>S10_CF</td>
<td>1.40</td>
<td>0.14</td>
</tr>
<tr>
<td>S1_TLQ</td>
<td>2.15</td>
<td>0.21</td>
</tr>
<tr>
<td>S2_TLQ</td>
<td>2.65</td>
<td>0.50</td>
</tr>
<tr>
<td>S3_TLQ</td>
<td>3.9</td>
<td>0.14</td>
</tr>
<tr>
<td>S4_TLQ</td>
<td>3.05</td>
<td>0.35</td>
</tr>
<tr>
<td>S5_TLQ</td>
<td>2.65</td>
<td>0.21</td>
</tr>
</tbody>
</table>
S6_TLQ 2.15 0.21 1.53 0.25  
S7_TLQ 2.65 0.50 2.20 0.36  
S8_TLQ 2.5 0.71 1.77 0.25  
S9_TLQ 3.65 0.50 3.27 0.25  
S10_TLQ 2.25 0.35 1.53 0.25  
S1_D 2.15 0.50 1.93 0.51  
S2_D 3.30 0.00 3.17 0.29  
S3_D 4.40 0.14 4.03 0.46  
S4_D 3.55 0.35 3.03 0.64  
S5_D 3.15 0.21 2.93 0.60  
S6_D 2.90 0.14 1.60 0.53  
S7_D 3.50 0.71 3.00 0.50  
S8_D 3.15 0.21 2.43 0.12  
S9_D 4.50 0.71 4.43 0.81  
S10_D 2.75 0.35 2.03 0.25  

(S: Student, CF: Content fidelity, TLQ: Target language quality, D: Delivery)

It can be seen from Table 3 that ERs tended to give higher scores than NRs by a maximum 0.72 (see Student 10’s mean scores for criteria Target language quality and Delivery). Looking at the standard deviations for Content fidelity and Target language quality, the variations in ratings were mostly higher in the ER group, indicating that ERs were less reliable in this study.

In short, inter-rater reliability which was examined through two parameters, namely Cronbach’s alpha and the single measure intra-class coefficients, was at acceptable level for three assessment categories. The criterion Content fidelity achieved the highest values in both groups, followed by Delivery and TL Quality. The findings also revealed that the ERs were more generous assessors than the NRs, but not as reliable as the NRs in this study.

4.2. Raters’ Feedback on the Rubric

Through the interview, five raters participating in this research described their marking process using the newly developed rubrics, gave comments about it and suggested significant changes. Three outstanding features of the rubric have been listed and explained as below.

Firstly, all three macro-criteria in the rubrics were perceived to be adequate and comprehensive. The newly developed rubric was commented to “include the most important criteria in interpreting quality assessment” (Rater 1). All raters showed their agreement with the proposed criteria because they are also the ones they used to mark their students’ interpreting performances before this research “but perhaps under different terms” (Rater 3).

Secondly, most participants found the rubric useful and fairly user-friendly. According to Rater 1 and Rater 2, the descriptors were written “quite detailed with highlighted keywords to emphasize the differences among different bands”. This is better than “vague guidelines” which is “a usual challenge” for inexperienced raters.
(Rater 5). It is considered as “a huge advantage” (Rater 4) because after thorough study on the newly rubrics and sample marking, the rater could “produce immediate score” when hearing the students’ interpreting and looking at the band descriptors. Some raters thought the rubric is “helpful” as they can “quantify” the interpreting quality, hence it seems to be “reliable” (Rater 1, Rater 2, and Rater 4). Besides, Rater 2 commented that the rubric was still “fairly user-friendly” though it took her a lot of time to understand and differentiate five bands in each assessment criteria.

Thirdly, despite different techniques each rater chose to use, the study showed that marking ULIS interpreting tests using the rubric required a reasonable amount of time. The raters responded they needed to hear the full recordings once and occasional incomplete segments to mark the tests. Rater 4 and Rater 5, who conducted the marking process offline, listened to all ten recordings once only and finished the evaluation within 55 minutes. Rater 2 reported that she decided to hear the first two tests twice “to get familiar with the evaluation using the new rubric “and once for the other recordings. Rater 1 and Rater 5 maintained hearing the audios the second time for a few segments in particular test with different strategies. While Rater 1 paused after each segment in all the tests, Rater 5 listened to full recordings and listened again to some parts to produce scores ‘carefully’. No matter how many times the Raters had to listen, it took them about one hour to mark all ten sample tests in this study. This is good time management as ULIS interpreting assessors often have to evaluate up to hundreds interpreting performances including both mid-term and end-of-course tests each semester.

When it comes to details of the rubric, the number of bands was favored by all the raters. Besides, the current descriptors were mainly approved, but one novice rater still preferred more specific descriptions and one experienced rater thought the descriptors were too long. All the raters agreed that the criterion Delivery was the easiest category to evaluate because they had no difficulty in understanding and differentiating five bands in this criterion. As a result, they could make a very quick and precise decision relating to the score of this criterion after only listening once. That the correlation coefficients of Delivery, which is presented in the previous part, was quite high means level of agreement among different raters in this criterion was high. The other two macro-criteria, however, were not that easy for the raters. The main reason lied in the word choice for particular bands and it seemed to be more challenging for the novice raters compared to the experienced ones.

It is easy to give students band 3 and above, but it is much more difficult to decide between band 1 and 2. When I read the descriptors for Content fidelity, I understood that if students made some minor or one major errors in accuracy and completeness, they will get band 3. Band 2 will be applied if there are some serious errors and band 1 means many serious errors are made. So, what if the student made some major errors and some minor errors at the same time, which band should I give them? I was really confused by this case, (Rater 5)

It can be seen that due to lack of experience in interpreting training and testing, novice raters often had difficulties in distinguishing between minor and major errors and they often strictly based on quantifiers like ‘one’, ‘some’ or ‘many’ to choose suitable bands when marking the interpreting tests. This, however, is less challenging for experienced raters.
I supposed Content fidelity is the easiest marking category. If it is a perfect interpreting performance in terms of accuracy and completeness, which I could not catch any errors, it is absolutely band 5. In band 4, there are a few but still acceptable mistakes. Band 3 has more errors than band 4… (Rater 1)

Some words or phrases in the rubric are also considered vague and require more thorough teacher training to assure the scoring results among different raters. Rater 2 was confused between ‘very logically’ and ‘logically’ in idea organization in Content fidelity while Rater 4 and 5 required more examples to understand differences between ‘skillful’ and ‘good’ use of vocabulary in TL Quality or the meaning of ‘idiomatic’.

At least three out of five raters suggested removing the criterion about grammar from the rubric. Their reason is as Vietnamese is the target language, “the naturalness itself is more important than grammar in Vietnamese” (Rater 2, Rater 3 and Rater 5); plus, it is hard to judge whether Vietnamese grammar was correct or not” (Rater 5).

There was general agreement on weighting among different raters in which all the raters agreed that the criterion Content fidelity should be given the biggest weight (at least 40%). There was greater consensus on weightings among ERs than NRs. Both ERs suggested the ideal weightings be 50% for Content fidelity, 30% for TL Quality and 20% for Delivery. Only one rater thought TL Quality should be given smaller weight than Delivery.

It’s English-Vietnamese interpreting and it occurs to me that Vietnamese is not so highly demanded in terms of grammar and collocations like English. More importantly, I believe that paralinguistic elements in delivery category have more impact on making impression and contributions to a good interpreting performance. (Rater 3)

Table 4
Rater’s Views on Weights

<table>
<thead>
<tr>
<th></th>
<th>Content fidelity</th>
<th>TL Quality</th>
<th>Delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rater 1</td>
<td>50%</td>
<td>30%</td>
<td>20%</td>
</tr>
<tr>
<td>Rater 2</td>
<td>50%</td>
<td>30%</td>
<td>20%</td>
</tr>
<tr>
<td>Rater 3</td>
<td>50%</td>
<td>20%</td>
<td>35%</td>
</tr>
<tr>
<td>Rater 4</td>
<td>40%</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>Rater 5</td>
<td>45%</td>
<td>30%</td>
<td>25%</td>
</tr>
</tbody>
</table>

There is one comment on the length and the language of the rubric. It was thought to be better for rater if the rubric was written within one page and in Vietnamese. The shorter the rubric is, the better and faster raters can learn and memorize. Other suggestions were made relating to test design and marking guidelines. The current test includes 5 small segments lasting from 30 to 45 seconds, which was considered “too short to assess how good the language use was” (Rater 2). Moreover, through reflection of marking techniques, all raters gave scores for each individual segment and calculated the average to finalize the score for each criterion. This involves a lot of numbers and calculation; therefore, it can be time-consuming and easy to miscalculate. A detailed marking guideline is a must to facilitate the assessment. Acknowledged that some raters, especially novice ones, may strictly follow the marking guidelines, the suggested answer should include more than one way to interpret and point out which answer should not be accepted. A detailed but flexible enough answer can save rater a lot of time and increase inter-rater reliability.

The two raters who had just completed interpreting training, stated that the design of the rating sheet (see Appendix) along with the rubric would help them identify the test takers’ good points and
mistakes during their interpreting. These comments suggest that the use of well-defined and well-written rubric may also be useful for formative assessment or in-class activity when trainers have to provide feedback for their trainees.

4.3. Discussion

The study assessed the reliability and users’ feedback about the rubrics to assess interpreting tests at VNU-ULIS created by Tran and Do (2022). It should be noted that a marking rubric is a popular tool in evaluation and all three criteria in the rubrics including Content fidelity, Target language quality and Delivery was consistent with the findings in the studies conducted by Lee (2008), Lee (2015) and Wang (2015).

Although rubrics is a reasonable choice, weighting was a controversial area which requires more investigation. That the proposed formula of weightings in which \( \text{TOTAL} = 50\% \text{ Content fidelity} + 25\% \text{ TL Quality} + 25\% \text{ Delivery} \) was not completely agreed among interviewed raters may be attributed to various personal concepts about the importance of each criterion among raters and special features of the Vietnamese language. From the interviewees’ opinion, the authors proposed another formula of \( 50\% + 20\% + 30\% \) for Content fidelity, TL Quality and Delivery respectively. This calculation is also suitable when considering characteristics of the target language which grammar does not play an essential role in Vietnamese.

Besides, the word choice during the writing level descriptors stage was the main cause of confusion among interviewed raters. These qualifiers and adjectives like ‘very’, ‘some’, ‘a few’, ‘major’, ‘minor’, ‘good’, ‘skillful’ should be considered carefully before being added in the descriptors.

In the second phase, the testing of newly developed rubrics, several findings are highlighted as below. The first key finding is ERs turned out to be more generous markers than NRs, particularly Rater 1 with 10-year experience and Rater 5 who has just spent only 14 months in translation training and one semester in interpreting training. This may have been attributed to different perceptions of quality held by ERs and NRs, or different levels of expectation between these two groups of raters. Through the interview, both ERs agreed that experienced interpreting trainers may be ‘less demanding’ or ‘less strict’ than those who worked in the industry only. It is mostly because they were aware of the educational context, in which several factors such as expected learning outcomes of the course, test design and students’ competence needed to be considered. The NRs, on the other hand, strictly followed the descriptors and to some extent, lack of knowledge about quality from client or users’ perspective, can show high expectation about how well test takers must perform in order to reach the top levels on the scale.

Another key finding is that the inter-rater reliability between experienced raters (Rater 1 and Rate 2) was lower than among novice raters (Rater 3, 4 and 5). This finding, which is surprisingly inconsistent with the previous results in Lee (2008)’s study, may be explained by the following factors. It is true that rating can be influenced by raters’ backgrounds, experience and expectations, or their different interpretations of scales, standards of severity and reactions to elements not relevant to scales (McNamara, 1996; Lee, 2008; Wang et al., 2015). In this study, with 10 years in interpreting training and testing, both experienced raters have evaluated a wide range of interpreting performances; therefore, they may have established their own personal standards in interpreting quality. Additionally, as both ERs did not attend face-to-face training, there was no chance for discussion and seeking agreement between them as well as
nothing to assure that they had investigated and strictly followed the guidelines to use the newly developed rubric without any different personal assumptions.

Thirdly, content fidelity received the highest inter-rater reliability among three assessment criteria in the newly developed rubric. The reason is fidelity or accuracy or any names it may take is the universal and the most important element in interpreting quality, which was mentioned in all research in this field. The rater’s perception of the criterion may be similar; consequently, there would be a high percentage of agreement in each band score. Besides, the fact that the criterion Target language quality has the lowest inter-rater reliability and interview data about weightings suggests that there should be a change in the total weights. Like what has been discussed in the previous session, the authors proposed the lowest proportion for the criterion Target language quality, about 20%. Obviously, the effectiveness of this change still awaits close investigation which is beyond the scope of this study.

Fourthly, at least three out of five raters answered in the interview that they found it difficult to identify the difference between band 2 and band 3 for criterion Content fidelity while one rater claimed she was confused between band 4 and band 5 for criterion TL Quality. This confusion originated from the choice of quantifiers and expressions in the descriptors. Obviously, a review and modification are needed to rewrite all the descriptors, especially those highlighted with confusion and difficulties for raters to understand. Nonetheless, it can be a good idea to decrease the number of levels in the rubric to four levels instead of five like the current one. A four-point scale will not only reduce level overlapping among two successive levels, hence it is easier for the raters to award the appropriate level for performance.

It is noted that rater training plays a critical role in the marking process. A thorough rater training is to make rater feel more assured of the whole marking process and to narrow down the disparities in ratings. A group face-to-face training before the actual evaluation is compulsory to ensure optimal inter-rater reliability and intra-rater reliability. Samples with sufficient varieties for each level on a rating scale or different translated options should be provided to elicit the differences among different bands. It is also important to give raters adequate time for rating practice and discussion can also help raters achieve ease and consistency during actual rating. At the same time, the grading protocols, including suggested timeframes, the marking process and scoring techniques should be agreed upon within the group of assessors.

During the whole marking process, the raters are encouraged to compare different students’ performances and scores to maintain their self-consistency and make marking adjustments to scores if necessary. Ideally, all raters should have been gathered at the end of the assessment process to discuss: why they gave highly discrepant scores to some tests, their views on the assessment rubrics and the rating process, and their suggestions for ways to achieve satisfactory inter-rater reliability.

5. Conclusion

The study has made a meaningful contribution to addressing the complexity of interpreting performance assessment, by showing the application of rubrics in assessing English-Vietnamese consecutive interpreting quality in an educational context like summative assessment at VNU-ULIS. It can be concluded from the study that the newly developed rubric in this research might work effectively in multiple interpreting performance assessments, particularly as a means to enhance rating
consistency. By using one standardized rubric with detailed descriptors, summative assessment in interpreting courses as well as general interpreting evaluation would be more correct and consistent among different raters over time. Another contribution made in this study is that novice raters can be more reliable than experienced ones as long as they all have background in interpreter training and a careful rater training is provided.

However, this study has inherent limitations that should be taken into account. A major limitation is that all conclusions regarding inter-rater reliability need to be qualified in light of the small number of raters (N = 5) and the small number of tests evaluated by all five raters (N = 10). A larger sample, more than ten raters and or more than 50 tests, for example, would have enabled the researchers to run a more reliable SPSS analysis.

The findings also indicate that a great deal of additional research remains to be done to validate the rating scales. Follow-up research is also needed in order to implement this rating rubric in a wider context, for example with bigger samples or in a different context or with different groups of raters such as interpreter educators, interpreting practitioners, users. Extensive feedback from rating scale users would be helpful not only in fine-tuning the scale, but also in designing a modified version for a different assessee group and/or a different mode of interpreting. Second, the issue of establishing relative weighting for assessment categories should receive further attention. How relative weighting can be applied to assessment should be further researched, using different statistical methods (e.g., factor analysis) in a variety of settings. Third, a comparison of reliability in analytic scoring and holistic scoring or intrarater reliability and more importantly, testing of the validity of the newly created rubric should be put under further investigation.
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## Appendix – C1 Test Assessment Rubric

<table>
<thead>
<tr>
<th>Band</th>
<th>Content Fidelity</th>
<th>Target Language Quality</th>
<th>Delivery</th>
</tr>
</thead>
</table>
| 5    | - Conveys a sense of original message with **complete accuracy** in which there is **no** opposite meaning and **no** unjustified change in meaning.  
- Transfers **all** the information with **no** omissions, additions and **no differences** in numbers and names.  
- **Very logically** organizes information and ideas; forms a **natural** whole. | - Demonstrates **skillful** use of vocabulary and specialist terminology.  
- Produces **idiomatic and on the whole correct** expressions, and **entirely appropriate** register.  
- Shows a **master** control of TL grammar with very few or no errors | - Interprets **smoothly** with **only rare** hesitation, pauses, fillers or false starts, repetition or self-correction.  
- Has excellent voice projection with **precise and easily understandable** pronunciation and **easily heard** volume.  
- Reflects intonation, emphasis and tone appropriate to situation.  
- Displays a **courteous and confident** manner. |
| 4    | - Conveys a sense of original message **accurately**.  
- Makes only a **few** minor unjustified omissions and/or additions or distortions but not affecting transfer or comprehension of information.  
- **Logically** organizes information and ideas; forms a **coherent** whole. | - Demonstrates **good** use of vocabulary and specialist terminology.  
- Produces **general idiomatic and on the whole mostly correct** expressions, and **largely appropriate** register.  
- Shows a **proficient** control of TL grammar with occasional minor errors. | - Interprets **for most parts smoothly** with occasional hesitation and/or pauses, fillers or false starts, repetition or self-correction.  
- Has good voice projection with mostly understandable pronunciation and easily heard volume.  
- Reflects intonation, emphasis and tone appropriate to situation.  
- Displays a **few signs of nervousness**. |
| 3    | - Adequately conveys a sense of original message  
- Makes some **minor** or one major inaccuracy, unjustified omissions, additions and/or distortions.  
- Organizes information and ideas with occasional awkward or oddly placed elements. | - Demonstrates **adequate** use of vocabulary and specialist terminology.  
- Produces to **certain degree idiomatic and correct** expressions, and acceptable register.  
- Shows a **weak** control of TL grammar with frequent minor errors. | - Interprets with some obvious but still acceptable hesitation or pauses, ineffective fillers or false starts or repetition or self-correction.  
- Occasionally displays faulty pronunciation but without impairing messages.  
- Makes reasonable attempts to reflect suitable intonation, emphasis and tone.  
- Displays occasional nervous habits. |
<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Partially conveys a sense of original message. - Makes some serious inaccuracies, unjustified omissions, additions and/or distortions. - Somewhat awkwardly organizes information and ideas with frequent awkward or oddly placed elements. - Demonstrates frequently inappropriate or little use of vocabulary and specialist terminology. - Produces unnatural expressions, and inappropriate registers, which impact on comprehension. - Shows some lack of control of TL grammar with numerous errors. - Interprets with many long pauses, numerous ineffective fillers or false starts and unnecessary repetition or self-correction. - Has frequent mispronunciation which causes some difficulty for the listener. - Fails to reflect suitable intonation, emphasis and tone. - Displays many notable nervous habits.</td>
</tr>
<tr>
<td>1</td>
<td>Fail to convey a sense of original message. - Makes many serious inaccuracies, unjustified omissions, additions and/or distortions. - Disorganizes information and ideas. They do not flow together and are unrelated. - Demonstrates excessive inappropriate or no uses of vocabulary and specialist terminology. There may be numerous ineffective SL inferences. - Produces expressions and registers which may impede comprehension. - Shows no control of TL grammar. - Lacks fluency which may result in low comprehensibility. - Speech is unintelligible. - Speaks in a flat monotone. - Lacks confidence.</td>
</tr>
<tr>
<td>0</td>
<td>No interpretation is produced</td>
</tr>
</tbody>
</table>