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Abstract: This paper is concerned with the robust stability for implicit dynamic equations on time scales, which is a general form of differential algebraic equations and implicit difference equations. We show the reservation of exponential stability of these equations under small Lipschitz perturbations.
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1. Introduction

In lots of applications there is a frequently arising question, namely how robust is a characteristic qualitative property of a system (e.g., the stability) when the system comes under the effect of uncertain perturbations. The designer wants to have operation systems working stably under small perturbations. Therefore, the investigation which conditions ensures robust stability play an important role both in theory and practice. The classical problem studied the preservation of exponential stability of the system $y'(t) = By(t) + h(t,y)$, where $h(t,y) = o(y)$ as $y \to 0$ or $h(t,y)$ is Lipschitz continuous.

Next, this problem develops for the difference equation $y(n+1) = By(n) + h(n,y(n))$. To unify these results, Tien and Du in [1] have considered the perturbed dynamic equation on time scale $T$

$$y^\Delta(t) = B(t)y(t) + q(t), \quad t \geq a, t \in T.$$  

The aim of this paper is to continue studying the above problems. We desire to study the robust stability of time-varying systems of implicit dynamic equations (IDEs) in a general context. That is the implicit dynamic equation of the form

$$A_a(t)y^\Delta(t) = B(t)y(t), \quad t \geq a, t \in T,$$

(1.1)
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where $A(.)$, $B(.)$ are continuous matrix functions defined on $T \cap [a, \infty)$ valued in $\mathbb{R}^{n \times n}$. The leading term $A_g(t)$ (rd-continuous) is supposed to be singular for all $t \geq a$. If the system (1.1) is subjected to an outer force $q$, then it becomes

$$A_g(t)y^\sigma(t) = B(t)y(t) + q(t), \quad t \geq a, t \in T,\tag{1.2}$$

If $T = \mathbb{R}$ then the IDE (1.2) becomes a time-varying differential-algebraic equation and if $T = \mathbb{Z}$ then it is a time-varying implicit difference equation. The differential-algebraic equations (DAEs) are the mathematical models arising in various applications, such as multibody mechanics, electrical circuits, prescribed path control, chemical engineering, etc., see [2,3]. Similarly, the implicit difference equations also occur in the different fields, such as population dynamics, economics, systems and control theory, and numerical analysis, etc., see [4,5]. Therefore, it is very meaningful to have an equation combining these equations. Indeed, this can be done by the theory of dynamic systems on an arbitrary time scale. This theory has been found promising because it demonstrates the interplay between the theories of continuous time and discrete time systems, see, e.g. [6,7]. By using this theory, the IDE can be considered as a unified and connected form between the time-varying DAE and the time-varying implicit difference equation. Thus, they play an important role in mathematical modeling with many applications.

On the basis of the above discussion, it is worth considering the robust stability of these equations. To study that, the index notion, which plays a key role in the qualitative theory and in the numerical analysis of IDEs, should be taken into consideration in the robust stability analysis, (see [8,9]). For the stability theory of time-varying linear DAEs, a few contributions are available (see [10,11]). To develop from DAEs to IDEs, the results of the paper are to derive some characterizations for the robust stability of IDEs subjected to Lipschitz perturbations.

The paper is organized as follows. In the next section we recall some basic notions and preliminary results on time scales and deal with the solvability of IDEs. In Section 3, we prove that if the system (1.1) is exponentially stable, then under small Lipschitz perturbations, the system (1.1) is still exponentially stable. In the end of this paper, we also give the example to illustrate the theorem in Section 3.

2. Solvability of implicit linear dynamic equations on time scales

In recent years, to unify continuous and discrete analysis or to describe the processing of numerical calculation with non-constant steps, a new theory was born and is more and more extensively concerned, that is the theory of the analysis on time scales, which was introduced by Stefan Hilger 1988 (see [12]). A time scale is a nonempty closed subset of the real numbers $\mathbb{R}$, enclosed with the topology inherited from the standard topology on $\mathbb{R}$. We usually denote it by the symbol $T$. We define the forward jump operator $\sigma(t) = \inf \{s \in T : s > t\}$ and the graininess $\mu(t) = \sigma(t) - t$. Similarly, the backward operator is defined as $\rho(t) = \sup \{s \in T : s < t\}$ and the backward graininess is $\nu(t) = t - \rho(t)$. A point $t \in T$ is said to be right-dense if $\sigma(t) = t$, right-scattered if $\sigma(t) > t$, left-dense if $\rho(t) = t$, left-scattered if $\rho(t) < t$ and isolated if $t$ is simultaneously right-scattered and left-scattered.

A function $f$ defined on $T$ valued in $\mathbb{R}$ is regulated if there exist the left-sided limit at every left-dense point and right-sided limit at every right-dense point. A regulated function $f$ is called rd-
continuous if it is continuous at every right-dense point, and ld-continuous if it is continuous at every left-dense point. The set of rd-continuous functions defined on the interval $J$ valued in $X$ will be denoted by $C_{rd}(J, X)$. A function $f$ from $T$ to $\mathbb{R}$ is regressive (resp., positively regressive) if for every $t \in T$, then $1 + \mu(t) \neq 0$ (resp., $1 + \mu(t) > 0$). We denote by $\mathcal{R} = \mathcal{R}(T, \mathbb{R})$ (resp., $\mathcal{R}^+ = \mathcal{R}^+(T, \mathbb{R})$) the set of rd-continuous (resp., positively regressive) regressive functions and $C_{rd}\mathcal{R}(T, \mathbb{R})$ (resp., $C_{rd}\mathcal{R}^+(T, \mathbb{R})$) the set of rd-continuous (resp., positively regressive) regressive functions from $T$ to $\mathbb{R}$. It is easy to verify that, for all $p, q \in \mathcal{R}$, $p \oplus q, p \ominus q \in \mathcal{R}$. Element $(\ominus q)(t)$ is called the inverse element of element $q(t) \in \mathcal{R}$. Hence, the set $\mathcal{R}(T, \mathbb{R})$ with the calculation $\oplus$ forms an Abelian group.

**Definition 1.1** ([12]). (Delta Derivative). A function $\varphi: T \rightarrow \mathbb{R}^d$ is called delta differentiable at $t$ if there exists a vector $\varphi^\Delta(t)$ such that for all $\varepsilon > 0$,

$$
\varphi(\sigma(s)) - \varphi(s)\left(\sigma(t) - s\right) \leq \varepsilon \left|\sigma(t) - s\right|,
$$

for all $s \in (t - \delta, t + \delta) \cap T$ and for some $\delta > 0$. The vector $\varphi^\Delta(t)$ is called the deltaderivative of $\varphi$ at $t$.

**Theorem 1.2** ([12]). If $p$ is regressive and fix $t_0 \in T$, then the only solution of the initial value problem

$$
y^\Delta(t) = p(t), \quad y(t_0) = 1,
$$
on $T$ is defined by $e_p(t, t_0)$, where

$$
e_p(t, t_0) = \exp\left(\int_{t_0}^{t} \lim_{\eta\to t_0} \Delta u(\eta) \frac{Ln(1 + up(\tau))}{u} \Delta \tau\right).
$$

The further details on the analysis on time scales can be referred to [12].

On the language of analysis on time scales, the linear algebraic differentiable equation

$$
A(t)y'(t) = B(t)y(t) + q(t), \quad t \geq a,
$$
and the implicit difference equation

$$
A_n(t)y(n + 1) = B(n)y(n) + q(n), \quad n \geq a,
$$
can be unified under the form, called the time-varying linear IDE on time scale $T$

$$
A_o(t)y^\Delta(t) = B(t)y(t) + q(t), \quad t \geq a, \tag{2.1}
$$
where $A, B$ are continuous matrix functions as in Section 1, i.e. rank $A(t) = r$, $1 \leq r < n$, for all $t \in T_a$ and $q$ is a continuous function defined on $T_a$, valued in $\mathbb{R}^n$.

Firstly, we consider the solvability of the IDE (2.1). Assume that $\text{Ker} \ A(t)$ is smooth in the sense there exists an continuously differential projector $Q(t)$ onto $\text{Ker} \ A(t)$, i.e., $Q \in C^1(T_a, \mathbb{R}^{n \times n})$. Set $P = I - Q$, then $P(t)$ is a projector along $\text{Ker} \ A(t)$. With these notations, the system (2.4) can be rewritten into the form

$$
A_o(t)(Py)^\Delta(t) = \bar{B}(t)y(t) + q(t), \tag{2.2}
$$
where $\bar{B} = B + A_o P^\Delta \in L^{\infty}_c(T, \mathbb{R}^{n \times n})$. 
Let $H$ be a continuous function defined on $T$, taking values in $Gl(\mathbb{R}^n)$ such that $H|_{\text{Ker}A}$ is an isomorphism between $\text{Ker} A_\sigma(t)$ and $\text{Ker} A(t)$. Define $G = A_\sigma - \overline{BHQ}_\sigma$ and $S = \{ y : y \in \text{Im} A_\sigma \}$.

**Lemma 2.2** The following assertions are equivalent

a) $S \cap \text{Ker}A = \{ 0 \}$;

b) The matrix $G = A_\sigma - \overline{BHQ}_\sigma$ is nonsingular;

c) $\mathbb{R}^n = S \oplus \text{Ker} A$;

**Proof** See [13, Lemma 2.1].

**Lemma 2.3** Suppose that the matrix $G$ is nonsingular. Then, there hold the following relations:

a) $P_\sigma = G^{-1}A_\sigma$;

b) $G^{-1}\overline{BHQ}_\sigma = -Q_\sigma$;

c) $\hat{Q} = -Q_\sigma G^{-1}\overline{B}$ is the projector onto Ker$A$ along $S$;

If $\hat{Q}$ is a projector onto Ker$A$ then

d) $P_\sigma G^{-1} \overline{B} = P_\sigma G^{-1} \hat{B}\hat{P}$, and $Q_\sigma G^{-1} \overline{B} = Q_\sigma G^{-1} \hat{B}\hat{P} - H^{-1}\hat{Q}$, with $\hat{P} = I - \hat{Q}$.

e) $P_\sigma G^{-1}$, $HQ_\sigma G^{-1}$ do not depend on the choice of $T$ and $Q$.

**Proof** See [13, Lemma 2.2].

**Definition 2.4** (see also [6, Section 1.2]) The DAE (2.1) is said to be index-1 tractable on $T$ if $G(t)$ is invertible for almost every $t \in T$.

Now let (2.1) be index-1. Multiplying both sides of (2.2) with $P_\sigma G^{-1}$, $Q_\sigma G^{-1}$ respectively, we can decouple the index-1 equation (2.1) into the system

\[
\begin{align*}
    (Py)^\Delta &= (P^\Delta + P_\sigma G^{-1}\overline{B})Py + P_\sigma G^{-1}q \\
    Qy &= HQ_\sigma G^{-1}\overline{B}Py + HQ_\sigma G^{-1}q.
\end{align*}
\]

Denote $u = Py$, $v = Qy$, we obtain

\[
\begin{align*}
    u^\Delta &= (P^\Delta + P_\sigma G^{-1}\overline{B})u + P_\sigma G^{-1}q & \quad (2.3) \\
    v &= HQ_\sigma G^{-1}\overline{B}u + HQ_\sigma G^{-1}q. & \quad (2.4)
\end{align*}
\]

Multiplying both sides of (2.3) with $Q_\sigma$ yields $Q_\sigma u^\Delta = Q_\sigma P^\Delta u$ which implies that $(Qu)^\Delta = Q^\Delta Qu$. Hence, if $Q(t_0)u(t_0) = 0$ then $Q(t)u(t) = 0$ for all $t \in T_\sigma$, i.e. the equation (2.3) has the invariant property in the sense that every solution starting in $\text{Im} P(t_0)$ remains in $\text{Im} P(t)$ for all $t$.

We consider the homogeneous case $q(t) = 0$,

\[
A_\sigma(t)y^\Delta(t) = B(t)y(t), \quad t \geq a, \quad (2.5)
\]

and construct the Cauchy operator generated by (2.5). Let $\Phi_0(t,s)$ denote the Cauchy operator generated by the equation (2.3), i.e.,

\[
\Phi_0(t,s) = (P^\Delta(t) + P_\sigma(t)G^{-1}\overline{B}(t))\Phi_0(t,s), \quad \text{and} \quad \Phi_0(s,s) = I.
\]
Then, the Cauchy operator generated by system (2.5) is defined by
\[
\begin{align*}
\Phi(t,s) &= \left( I + HQ_a G^{-1} \bar{B} \right) \Phi_0(t,s) P(s) = \tilde{P}(t) \Phi_0(t,s) P(s), \quad (2.6)
\end{align*}
\]
where \( \tilde{P}(t) = \left( I + HQ_a G^{-1} \bar{B} \right) \).

By the arguments used in [6, Section 1.2], the unique solution of the initial value problem for (2.1) with the initial condition
\[
P(t_0) \left( y(t_0) - y_0 \right) = 0, \quad t \geq t_0, \tag{2.8}
\]
By the variation of constants formula, we have the unique solution of Equation (2.1) defined by
\[
y(t) = \Phi(t,t_0) P(t_0) y_0 + \int_{t_0}^{t} \Phi(t, \sigma(s)) P_a G^{-1} q(s) ds + HQ_a G^{-1} q(t). \tag{2.9}
\]

3. Robust Stability of Perturbed Implicit Dynamic Equations on Time Scales

In the following, we suppose that, there exists a bounded differential projector \( Q(t) \) onto \( \text{Ker} A(t) \) and \( N_0 = \sup_{t \in T_a} \| P(t) \| \). We consider the system (2.1) with perturbations of the form \( q(t) = f(t, y(t)) \) where \( f \) is a certain function defined on \( T_a \rightarrow \mathbb{R}^n \). Then, the equation (2.1) becomes
\[
A_a(t) y^a(t) = B(t) y(t) + f(t, y(t)), \quad t \geq a. \tag{3.1}
\]

Let \( f(t,0) = 0 \) for all \( t \in T_a \), which implies that Equation (3.1) has the trivial solution \( x(t) \equiv 0 \).

As before, denoting \( u = Py \) and \( v = Qy \) comes to
\[
u = HQ_a G^{-1} \bar{B} u + HQ_a G^{-1} f(t,u + v). \tag{3.3}
\]
Assume that \( HQ_a G^{-1} f(t,.) \) is Lipschitz continuous with the Lipschitz coefficient \( \gamma < 1 \), i.e.,
\[
\left\| HQ_a G^{-1} f(t,y) - HQ_a G^{-1} f(t,x) \right\| < \gamma \| y - x \|, \text{ for all } t \geq a.
\]
Since \( HQ_a G^{-1} \) does not depend on the choice of \( H \) and \( Q \), so does the Lipschitz property of \( HQ_a G^{-1} \).

Fix \( u \in \mathbb{R}^m \) and choose \( t \in T_a \), we consider a mapping \( \Gamma_\gamma : \text{Im} Q(t) \rightarrow \text{Im} Q(t) \) defined by
\[
\Gamma_\gamma (v) = H(t) Q_a(t) G^{-1}(t) \bar{B}(t) u + H(t) Q_a(t) G^{-1}(t) f(t,u + v).
\]
It is easy to see that
\[
\| \Gamma_\gamma (u) - \Gamma_\gamma (v) \| < \gamma \| u - v \|, \text{ for any for all } v, v' \in \text{Im} Q.
\]
Since \( \gamma < 1 \), \( \Gamma_\gamma \) is a contractive mapping. Hence, by the Fixed Point Theorem, there exists a mapping \( \gamma_0 : \text{Im} P(t) \rightarrow \text{Im} Q(t) \) satisfying
\[ g_t(u) = H(t)Q_o(t)G^{-1}(t)B(t)u + H(t)Q_o(t)G^{-1}(t)f(t, u + g_t(u)). \] (3.4)

On the other hand,
\[ \|g_t(u) - g_t(u')\| \leq \beta \|u - u'\| + \gamma_1 \left( \|u - u\| + g_t(u) - g_t(u') \right), \]
where \( \beta = \|H(t)Q_o(t)G^{-1}(t)B(t)\|. \) This deduces
\[ \|g_t(u) - g_t(u')\| \leq \frac{\gamma_1 + \beta}{1 - \gamma_1} \|u - u'\|. \]

Thus, \( g_t \) is Lipschitz continuous with the Lipschitz coefficient \( L = \frac{\gamma_1 + \beta}{1 - \gamma_1}. \) Substituting \( v = g_t(u) \) into (3.2) obtains
\[ u^A = \left( P^A + P_o G^{-1}(t) \right) u + P_o G^{-1} f(t, u + g_t(u)). \] (3.5)

Suppose that (3.5) is solvable. Then we find \( u(t) \) from Equation (3.5) and get the solution of (3.1) by
\[ y(t) = u(t) + g_t(u(t)), \quad t \in T_u. \]

**Definition 3.1.** 1. The solutions of IDE (2.5) are said to be bounded if \( \sup \{ \|y(t, t_0, x_0)\| : t \in T_u \} < \infty \) for all \( x_0 \in \mathbb{R}^n. \) The solutions of (2.5) are uniformly bounded if \( \sup \{ \|y(t, t_0, x_0)\| : t, t_0 \in T_u \} < \infty \) for all \( y_0 \in \mathbb{R}^n. \)

2. The IDE (2.5) is said to be exponential stable if there exist the positive numbers \( M > 0, \alpha > 0 \) such that \( -\alpha \in \mathcal{R}, \) and
\[ \|y(t, t_0, x_0)\| \leq Me^{-\alpha}(t, t_0) \|P(t_0)\|, \quad t \geq t_0 \geq 0, \ y_0 \in \mathbb{R}^n. \]

Following the classical way, we see that exponential stability and uniform stability of IDE are characterized in term of its transition operator as the follows:

**Theorem 3.2.** a. The IDE (2.5) is uniformly stable if and only if there exists the positive number \( M_0 \) such that
\[ \|\Phi(t, s)\| \leq M_0, \quad t \geq s \geq 0. \] (3.6)

b. The DAE (2.5) is exponentially stable if and only if there exists the positive numbers \( M_1 > 0, \alpha > 0 \) such that \( -\alpha \in \mathcal{R}, \) and
\[ \|\Phi(t, s)\| \leq M_1 e^{-\alpha}(t, s), \quad t \geq s \geq 0. \] (3.7)

**Proof** See [14].

**Lemma 3.3** If the index-1 traceable (2.6) is stable, there is a positive numbers \( M_0 > 0 \) such that
\[ \|\Phi(t, s)P(s)\| \leq K_0. \]

If it is exponentially stable, then there exists the positive numbers \( M > 0 \) such that
\[ \|\Phi(t, s)P(s)\| \leq Me^{-\alpha}(t, s), \quad t \geq s \geq 0. \]

**Proof** From the formula (2.7) we see that
\[
P(t)\Phi(t, s) = P(t)\tilde{P}(t)\Phi_0(t, s)P(s) = P(t)\Phi_0(t, s)P(s) = \Phi_0(t, s)P(s).
\]

With the boundedness of the projector \( P(t) \) as in above assumption, we have
\[
\|\Phi_0(t, s)P(s)\| = \|P(t)\Phi(t, s)\| \leq \sup_{i \in \mathbb{T}} \|P(i)\| \|\Phi(t, s)\| \leq N_0 \|\Phi(t, s)\|.
\]

Thus, from the inequality (3.6), there exists a constant \( K_0 = N_0M > 0 \) such that
\[
\|\Phi_0(t, s)P(s)\| \leq K_0. \tag{3.8}
\]

Respectively, from the inequality (3.7), there is a constant \( M = M_1\sup_{i \in \mathbb{T}} \|P(i)\| > 0 \) such that
\[
\|\Phi_0(t, s)P(s)\| \leq Me^{-a}(t, s), \quad t \geq s \geq a. \tag{3.9}
\]

We have the proof. \qed

Now, we are in the position to consider the uniform stability of (2.1) under small perturbations. For the uniform stability, we have the following result.

**Theorem 3.4** Assume that the equation (2.5) is index-1, uniformly stable and

a) \( L = \sup_{i \in \mathbb{T}} L_i < \infty \).

b) The function \( P_\sigma(t)G^{-1}(t)f(t, y) \) is Lipschitz continuous with the Lipschitz coefficient \( k_j \).

Further, \( M_0 \int_a^\infty k_j(1 + L_i) \Delta t = N < \infty \).

Then, the system (3.1) is uniformly stable, i.e., there exists a constant \( M_1 > 0 \) such that the solution \( x(\cdot) \) of (3.1) satisfies
\[
\|y(t)\| \leq M_1\|y(s)\|, \quad \forall t > s \geq a.
\]

**Proof** By using the constant-variation formula (2.8), for all \( t > s \geq a \), we have
\[
u(t) = \Phi_0(t, t_0)u(s) + \int_s^t \Phi_0(t, \sigma(\tau))P_\sigma G^{-1}f(\tau, u(\tau) + g_\epsilon(u(\tau)))\Delta \tau.
\]

Therefore,
\[
\|u(t)\| = \|\Phi_0(t, t_0)u(s)\| + \int_s^t \|\Phi_0(t, \sigma(\tau))\|\|P_\sigma G^{-1}f(\tau, u(\tau) + g_\epsilon(u(\tau)))\|\Delta \tau.
\]

\[
\leq M_0\|u(s)\| + M_0 \int_s^t k_j(1 + L_i)\|u(\tau)\|\Delta \tau.
\]

By using Gronwall-Bellman inequality, we get \( \|u(t)\| \leq M_0\|u(s)\|e_{p(t)}(t, s) \), where \( p(t) = M_0k_j(1 + L_i) \).

Since \( p \) is positive,
\[
e_{p}(t, s) \leq \exp\left(\int_s^t p(\tau)d\tau\right) \leq e^{\epsilon N}.
\]

Therefore \( \|u(t)\| \leq M_0e^{\epsilon N}\|u(s)\| \). On the other hand
\[
\|u(s)\| = \|P(s)u(s)\| = \|P(s)x(s)\| \leq K_0\|x(s)\|.
\]
and
\[ \|y(t)\| \leq \|u(t)\| + \|g(u(t))\| \leq (1 + L)\|u(t)\| \leq (1 + L)M_0e^{sN}\|u(s)\| \leq M_1\|y(s)\|, \]
where \( M_1 = (1 + L)M_0K_0e^{sN} \). The proof is complete. \( \square \)

**Theorem 3.5** If the equation (2.5) is index-1, exponential stable and

a. \( L = \sup_{t > t_0} L_t < \infty \).

b. \( \limsup_{t \to \infty} k_i(1 + L_t) < \delta + \varepsilon \), with \( \alpha, M \) is defined by Definition 3.1.

Then, there exist constants \( K > 0 \) and \( -\alpha_i \in \mathbb{R}^+ \) such that
\[ \|y(t)\| \leq Ke^{\alpha_i\varepsilon \cdot \delta} \|y(s)\|, \quad \forall t \geq s \geq t_0, \]
for every solution \( x(\cdot) \) of (3.1). That is, the perturbed equation (3.1) preserves the exponential stability.

**Proof.** Let \( \varepsilon \) be a positive number such that \( \delta + \varepsilon < \frac{\alpha}{LM} \). Then, by the second assumption, there exists \( T_0 > t_0 \) such that
\[ k_i(1 + L_t) < \delta + \varepsilon, \quad \forall t > T_0. \] (3.10)

By the continuity of the solutions of (3.5) on the initial condition we can find a constant \( M_{t_0} > 0 \) (where \( M_{t_0} \) depends only on \( t_0 \)) such that
\[ \|u(t)\| \leq M_{t_0}\|u(s)\|, \quad \forall t_0 \leq s \leq t \leq T_0. \] (3.11)

First, we consider the case \( t > T_0 > s \geq t_0 \). Then, follow the estimations (3.9) and (3.10), we get
\[
\|u(t)\| \leq \left\| \Phi_0(t, T_0)u(T_0) \right\| + \int_{T_0}^{t} \|\Phi_0(t, \sigma(\tau))P_0 \tilde{G}^{-1}f(\tau, u(\tau) + g_i(u(\tau)))\| \Delta \tau \\
\leq Me^{-\alpha(t, T_0)}\|u(T_0)\| + \int_{T_0}^{t} e^{-\alpha(t, \sigma(\tau))}k_i(1 + L_t)\|\tau(\tau)\| \Delta \tau \\
\leq Me^{-\alpha(t, T_0)}\|u(T_0)\| + M(\delta + \varepsilon)\int_{T_0}^{t} \frac{e^{-\alpha(t, \tau)}(\tau)}{1 - \alpha\mu(\tau)}\|u(\rho)\| \Delta \tau.
\]

Multiplying both sides of the above inequality with \( \frac{1}{e^{-\alpha(t, T_0)}} \) yields
\[
\frac{\|u(t)\|}{e^{-\alpha(t, T_0)}} \leq M\|u_{t_0}\| + M(\delta + \varepsilon)\int_{T_0}^{t} \frac{\|u(\tau)\|}{(1 - \alpha\mu(\tau))e^{-\alpha(t, \tau)}} \Delta \tau.
\]

By using Gronwall-Bellman inequality, we obtain
\[
\frac{\|u(t)\|}{e^{-\alpha(t, T_0)}} \leq M\|u_{t_0}\| e^{M(\delta + \varepsilon)}(t, T_0),
\]

Therefore,
\[ \| u(t) \| \leq M \| u(t_0) \| e^{-\alpha(T, T_0)} e^{-\alpha(t_0)} (t, T_0) = M \| u(t_0) \| e^{-\alpha M(T, T_0)} (t, T_0). \]

Let \( \alpha = -\alpha + M (\delta + \epsilon) \), since \(-\alpha \in \mathbb{R}^+\) so is \(-\alpha \in \mathbb{R}^+\). Therefore
\[ \| u(t) \| \leq \frac{M \| u(t_0) \| e^{-\alpha (t, T_0)} e^{-\alpha (t, t_0)} }{e^{-\alpha (t_0, s)} (t, s)} \leq M e^{-\alpha (t_0, t_0)} e^{-\alpha (t, t_0)} \| u(t_0) \| \leq \| M e^{-\alpha e^{-\alpha} (T_0, t_0)} e^{-\alpha (t, t_0)} \| \| u(s) \|. \]

Thus, \( \| u(t) \| \leq K_e^{-\alpha} (t, s) \| u(s) \| \), where \( K = MM e^{-\alpha} e^{-\alpha} (T_0, t_0) \).

In the case \( t > s \geq T_0 \), it follows from the estimate \( \| P_G^{-1}(t) (\tau, u + g_\epsilon (u)) \| \leq (\delta + \epsilon) \| u \| \) holds for all \( \tau \geq s \). Similarly, we have
\[ \| u(t) \| \leq M e^{-\alpha (t, s)} \| u(s) \|. \]

For the remaining case \( t_0 \leq s < t \leq T_0 \), with \( \alpha > 0 \) defined above, we have
\[ \| u(t) \| \leq M e^{-\alpha e^{-\alpha} (T_0, t_0)} e^{-\alpha (t, t_0)} \| u(t_0) \| \leq \| M e^{-\alpha e^{-\alpha} (T_0, t_0)} e^{-\alpha (t, t_0)} \| \| u(s) \|. \]

Put \( K = \max \left\{ K, cM, \| M e^{-\alpha e^{-\alpha} (T_0, t_0)} e^{-\alpha (t, t_0)} \| \right\} \), we get
\[ \| u(t) \| \leq K e^{-\alpha (t, s)} \| u(s) \|. \]

Paying attention to (3.6) gets
\[ \| y(t) \| \leq Ke^{-\alpha} (t, s) \| y(s) \| , \]
where \( K = K_0 K_1 (1 + L) \). The proof is completed.

**Example 3.6** Let the time scale \( T = \bigcup_{n=0}^{\infty} [2n, 2n + 1] \). We see that \( \sigma(t) = 0 \) if \( t \in [2n, 2n + 1) \) and \( \sigma(t) = 1 \) if \( t = 2n + 1 \). Consider the perturbed equation (3.1) on \( T \) with
\[
E = \begin{pmatrix} 1 & 1 + t & 0 \\ 0 & -1 - t & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad A = \begin{pmatrix} -2 + \cos \pi t & -1 + t & 0 \\ 0 & t & 0 \\ -2 + \cos \pi t & 1 & 3 + t \end{pmatrix}, \quad f(t, x) = \begin{pmatrix} \sin(x_1 + x_2 + x_3) \\ x_2 \\ x_3 \end{pmatrix},
\]
where \( x = (x_1, x_2, x_3) \in \mathbb{R}^3 \). Let \( H = I \), it is easily to compute that we have
\[
A = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad Q_\sigma G^{-1}B = Q, \quad \bar{B} = B, \quad Q_\sigma G^{-1}f = k \begin{pmatrix} 0 \\ 0 \\ \frac{-\sin(x_1 + x_2 + x_3) - x_2 + x_3}{1 + t} \end{pmatrix}, \quad \text{for all } t \in T.
\]

If \( t \in [2n, 2n + 1) \): \( P_\sigma G^{-1}B = \begin{pmatrix} -2 + \cos \pi t & 1 & 0 \\ 0 & -\frac{t}{1 + t} & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad P_\sigma G^{-1}f = \begin{pmatrix} \sin(x_1 + x_2 + x_3) + x_2 \\ \frac{x_2}{1 + t} \\ 0 \end{pmatrix}. \)
If \( t = 2n + 1 \), we have

\[
P_{a}G^{-1}B = \begin{pmatrix}
-2 + \cos \pi t & 1 & 0 \\
0 & -\frac{t}{2 + t} & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad P_{a}G^{-1}f = k \begin{pmatrix}
\sin(x_{1} + x_{2} + x_{3}) + x_{2}
\end{pmatrix}.
\]

Let \( s \in [2m, 2m + 1) \), \( t \in [2n, 2n + 1) \), \( m < n \). Assume that \( y(t, s) = (y_{1}, y_{2}, y_{3}) \) is the solution of the homogeneous equation (2.6) with the initial condition \( y(s, s) = (y_{1}^{0}, y_{2}^{0}, y_{3}^{0}) = y^{0} \) given by \( y_{3} = 0 \) and

\[
y_{2}(t, s) = \int_{s}^{t} e^{-2(\tau-s)+m-n} \frac{1 + t}{1 + s} \frac{1 + 2k_{1} + 2k_{2}}{2n + 1} e^{-2\cos(\pi \alpha)} (t, s) y_{0}^{0} \frac{y_{2}(\tau, s)}{e^{-2\cos(\pi \alpha)}(\tau, s)} d\tau.
\]

By the calculating on time scale we obtain

\[
e^{-2+\cos(\pi \alpha)}(t, s) = e^{-2(t-s)+m-n} \frac{\sin \pi t - \sin \pi s}{\pi} (-2)^{n-m},
\]

and \( |y_{2}(t, s)| \leq \frac{100}{9} y_{2}^{0} e^{-2(t-s)+m-n} \left( \frac{2}{5} \right)^{n-m} < 15 |y_{2}^{0}| e^{-0.7}(t, s) \).

Moreover, let \( \alpha > 0 \) be a unique solution of the equation \( x - \ln(1-x) - 2 + 2\ln 2 = 0 \). It is clear that \( 0.5 < \alpha < 0.6 \), and

\[
\frac{1}{K} e^{-\alpha}(t, s) \leq |y_{2}(t, s)| \leq Ke^{-\alpha}(t, s), \quad \text{with} \quad K = e^{-2\alpha + \frac{1}{\alpha}}.
\]

Since

\[
\left| \frac{y_{2}(t, s)}{e^{-2+\cos(\pi \alpha)}(t, s)} \right| \leq \frac{100}{9} y_{2}^{0} e^{2(t-s)+m-n} \left( \frac{1}{5} \right)^{n-m} \leq \frac{100}{9} y_{2}^{0} e^{-0.3}(t, s),
\]

It follows that

\[
\int_{0}^{s} \left| \frac{y_{2}(\tau, s)}{e^{-2+\cos(\pi \alpha)}(\tau, s)} \right| d\tau \leq \frac{100}{9} y_{2}^{0} \int_{0}^{s} e^{-0.3}(\tau, s) \leq \left( \frac{10}{3} \right)^{3} e^{y_{2}^{0}} \left| y_{2}^{0} \right|.
\]

Thus,

\[
\|y(t, s)\| \leq \left( K |y_{1}^{0}| + (Kc + 15) |y_{2}^{0}| \right) e^{-\alpha}(t, s) \leq \left( K(1 + c) + 15 \right) \|y_{0}^{0}\| e^{-\alpha}(t, s), \quad \forall \ t > s.
\]

This implies that the solution of the IDE (2.6) is asymptotically stable. On the other hand, we have

\[
\beta_{1} = 1 + t, \quad \beta_{2} = 4k, \quad 1 + L_{4} = \frac{1 + \beta_{2}}{1 - \gamma_{t}}, \quad L_{1} = 1, \quad \lim_{t \to \infty} k_{4}(1 + L_{4}) = 2k.
\]

Therefore, if \( k < \frac{\alpha}{4(K(1 + c) + 15)} \) then the IDE (3.1) is asymptotically stable by Theorem 3.4.
4. Conclusion

In this paper we have investigated the robust stability for the linear time-varying implicit dynamic equations on time scale. Some characterizations for robust stability of IDEs subjected to Lipschitz perturbations are derived. Many previous results for robust stability of the time-varying ordinary differential and difference equations, the time-varying differential algebraic equations and the time-varying implicit difference equations are also unified and extended.
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