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Abstract. Handwritten text recognition is a difficult problem in the field of pattern recognition.
This paper focuses on two aspects of the work on recognizing isolated handwritten Vietnamese
characters, including feature extraction and classifier combination. For the first task, based on the
work in [] we will present how to extract features for Vietnamese characters based on gradient,
stnrctural, and concavity characteristics of optical character images. For the second task, we first
develop a general framework of classifier combination under the context of optical character
recognition. Some combination rules are then derived, based on the Naive Bayesian inference-and
the Ordered Weighted Aggregating (OWA) operators. The experiments for all the proposed
models are conducted on the 6194 patterns of handwritten character images. Experimental results
will show the effective approach (with the error rate is about 4%') for recognizing isolated
handwritten Vietnamese characters.
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1. Introduction

The problem handwriting recognition receives input as intelligible handwritten sources such as
paper documents, photographs, touch-screens and other devices, and try to output as correct as

possible the text corresponding to the sources. The image of the written text may be sensed offline
from a piece of paper by optical scanning, so actually it lies in the field of optical character
recognition. Altematively, the movements of the pen tip may be sensed on-line, for example by a pen-
based computer screen surface. Offline handwriting recognition is generally observed to be harder
than online handwriting recognition. In the online case, features can be extracted from both the pen
trajectory and the resulting image, whereas in the offline case only the image is available. Firstly,
only the recognition of isolated handwritten characters was investigated [2], but later whole words [3]
were addressed. Most of the systems reported in the literature until today consider constrained
recognition problems based on small vocabularies from specific domains, e.g., the recognition of
handwritten check amounts [4] or postal addresses [5]. Free handwriting recognition, without domain-
specific constraints and large vocabularies, was addressed later in a some papers such as in [6, 7]. The
recognition rate of such systems is still low, and there is a need to improve it. There are a few related
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studies for Vietnamese, such as [8] for recognizing online characters and [9] for recognizing off-line
characters. As one of the beginning studies of handwritten recognition for Viebramese, in this paper
we just consider the offline recognition and focus on the isolated character recognition.

There are two important factors which most affect the quality of a recognition/classification
system (among the methods which follow machine leaming approaches). They include the featwes
exfracted from the data (i.e. which kinds of featwes will be selected and how to extract them) and the
machine learnin! algorithms to be used. In our opinion, feature extraction plays the most important
role for any systems because it provides knowledge resources for.those systems. For the work of text
recognition, feature extraction aims to extract useful information from input images and represents the
extratted information of a image as a vector of features. Because Viebramese has a diacritic system
that forms much similar character groups, so discriminating these characters is very difficult. To
extract features for the work of recognition we will focus on the main characteristics forming the
difference between them' Encouraging by the studies in [l0, l] we will use the three kinds of features
including gradient, structural, and concavity features. This approach is suitable for applying to images
which have different sizes, and it has been shown effective for Arabic as presented in [10, 1]. In this
paper we will present in detail how to extract these feafures for Vietnamese characters. Different from
previous studies these kinds of features will be investigated as separate feafure sets as well as the
combination set' In addition, these feafure sets will be also used in various machine leaming models
including classifier combination shategies/rules. All these works aim to find out the appropriate model
for Vietramese character recognition.

In addition, for coryrbination, different from previous studies, this papeg
applies some combi new to the problem of character recognition. It is also
important that these a general framework of classifier combination, and then
derived under OWA operators and Naive Bayesian inference. This helps to understand the meaning of
the obtained combination rules and to discuss the appropriate obtained results of the recognizing. In
addition, we also investigate various kinds of individual classifiers, one is based on different
representations of features and the other based on different machine leaming algorithms. Note that beside
combination rules we also investigate effectiveness of the three machine learning algorithms including
neural network (NN), maximum entropy model (MEM), and support vector machines (SVIyI).Among
them support vector machine will be shown as the very effective method for this work.

The rest of the paper is organized as follows. Section 2 presents related works. Section 3 presents
Vietnamese characters. Section 4 presents feature extraction for three kinds of them including
gradient, structural, and concavity ones. The classifier combination shategies/rules are presented in
section 5. All ow experiments and discussions are presented in section 6. Finally, we summari ze the
obtained results in section 7.

2. Related Works
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the degree of coincidence between the input shape and the generated template. Concun6E$$rigr[{#ti,

the authors firstly design a feature vector for representing boundary point distances fro99zft6rlFlS€6r$Is

gravity of the characteis and then derive models (i.e. templates) for each character. TlEi€la6$$gqtton

Is p"rior-"d using the Euclidean distance between the test characters and the generate4'npSel$y"Z.-

Currently most studies consider the task of optical character recogni

problem. They firstly represent the image of each character/word as a set of sPIUUTVIIT. rllvJ ruDrrJ

machine leaming method to train a classifier. Therefore, te problems here tn thls aDprq to

exrract useful features and how to design effective machine learning methods. Th'{r,q'dYd:i6**,y.ll

known machine leaming algorithniJ have been used, such as neural networks [12, {
model [13, 1], graph-based method [10]. Note that in this paper we will investigat€

iffiil;i*.j,iffi'^*,-i;r];;irvrtM, which ha,,e shown th;ir effectiu"fuIerut'nt8fl{qs*tt}rn
. ^--'...,.i si.;.i >,#*,l,ffiffi; ' "------ ---' - 

ircrois sniei'irtsiri .e

As observed in studies of pattem recognition systems, although one could dtddsa\tfodo&:lumhiig

systems available based on the analysis of an experimental assessment of thesgrtir

the best performance for the pattern recognition problem at hand, the set of gatFroE{tri$CI1abb'ifiddr'@i1-'l

them would not necessarily overlap [1a]. This means that different classifiers may qeenOiutly"{9-t)

complementary information about patterns to be classified' The research do,g91gpf'frgiltq'l€'pl4qplifiOr

systems (MCS) examines how individual classifiers can be combined to 1

system. As well known th re are two main issues in MCS research: the -system. As well known th re are two main issues tn MCS research: the

classifiers are generated, and the second is how thoseclassifiers are generated, and the second is how those ',,1

apply MCS methods to the problem of handwriting rec ,rlapply MUS methods to tne proDlem or nansw'ntlng rcu ;.1"1

such approach. For example, in [15] a multilayer p :eptron is tratned --,

por each pair of numerals that is likely to be corifused a support vector .1 :

classes oup.rt by the multilayer percepfron are the digits of 5rrch n ', 
,classtrs uutPut uy urE llrLuLlr4Jer Puwwyuvrr 4rv urv " { I

invoked. Otherwise the best class of the multilayer p rcepfron is ,t,.

serially combined with four Hopfield neural netwo ks, which - .-- ^-.--ii -. ..,',:;].##"ffi;:til" ,"rO of the first neural network is to select dnoof-oFfuuotltrcffrreu{$Ehe'n"{^:.,
classifier. This system was also used for recognition of handwriffidigi{frraF'olB handrptlggilxg/A}916:rj

recognition, using Hidden Markov Models have become a standard method. Consequantly, combinations

of HMMs with other classifiers have been proposed. In [17] an HMM classifier & h.

pattern matching classifier. A holistic classifier to reduce the vocabulary for an is

described in [1g]. More recently, a number of studies are interested in apply techniques in classifier

ffiffig,' S;r:G for the problem of handwritten recognition, r*t ur iitiozt:"-" sitrrns\\rrti\ruro 'i'!:

It is worth to emphasize that in this paper we will follow
handwriting recognition. We will first formulnfs 4 oenerel f?At\EIlalltuwlrLurB rsvutsrrrlr

then derive some combination rules based on OW
help to understand the underlying meaning of the use

to the Vietnamese handwriting recognition using th
most effective algorithms (including SVM, NN, and

'- --Q----

gnrwollol :dl ni as briuqmco rri (\' ;:r'i rirr'ltl rrl

The Vietnamese alphabet is the current writing ry.U*/'Id'Fd?&\liU&fSA".. language. It is based on

the Latin alphabet with some digraphs and the addition of nice accent marks or diacritics - four of
them to create additional sounds, and the other five to indicate the tone of each word. The many



en Vietnamese easily recognizable. The Vietnamese

f, j, w, and z.

,6, o, u
ith 6 tones. These tones can be marked on the letters

5orry
uy

comma, colon, stop, ..., the number of isolated
alphabet retters, 7 diacritic retters, and 12 letters

4. tr'eature extraction

4. 1. Grsdient feature extroction

ll detect features which stand for direction of
are represented by a gradient vector. This vector

alue to directions x and y (i.e. vertical axis and
With an image which its pixels are expressed by a grey value function/(x ; y) , the,gradient vectorat pixel (x; y) is computed as in the following formula:

Magnitude of the gradien,r,..K;,t^?' ::)r: r:t{:;:{:t:: (1)

r26 L'A'cuongetar./vNUJournarofscience,Mathematics-physics26(2010) 
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Magnitude(Vf (x, y)):7G2x + Gryf',, (2)
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Fig. 1. An Example of gradient featwe extraction'

j'r

Fig.2.Directions and Neighbors of a pixel X'

Direction of the gradient vector at pixel (x' y) is computed as:

a(n D--tun-'ft

The core of this method is finding out directional frequencies of image boundary pixel' We can

describe this algorithm by four steps as: (1) Finding a bounding box around the image to eliminate

white space containing no information and decrease computing cost. (2) computing gradient map

about direction and magnitude. The gradient maps are computed by frstly convolving two Sobel

operators on the bounded image. These operators approximate derivatives at each pixel to x and y

directions. And then compute the direction'urrd mugnitode of the gradient vector at each pixel' (3) We

only take care about pixeis lying on the image bot'"'au'y whele magnitude of gradient vector exceeds a

threshold. lf r(i; i)> then pixel at (i;7) is 
"u 

to*outy pixel' (4) We design that the direction of the

gradient ranges from 0 to 2flradian. For each boundary pixel, this range is divided into twelve radiao

parts. Divide the bounded image into 4x4 equal parts' tn each Pd' a histogram is calculated in each

direction at every pixel. one ln e.rrota is set to the histogram and feature is on if corresponding

counting number is greater than the threshold'

Finally, we collect 192 gradientfeatures' For example, the figure 1 illustrates an example when

frnding li gradientfeatures i" t-tt part of a image of the character 'A'.

4. 2. Structural feature extractio n

Structural features bases on the gradient map to find out short stoke types in the image' As

presented in [t], there are 12 structural feature extraction rules (see Figure 3)' These rules manipulate

on the eight neighbors of each ima examines a particular pattern of the neighboring

pixels for allowed gradient ranges. pond to the directions: horizontal stroke' vertical
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stroke, upward diagonal, downward diagonal, and right angle. Figure 2 shows how to determine and
index the directions and neighbors of a pixel.

And now to determine structural features, we divide the lounded image into 4x4 equal parts. Ineach part' we considet the 12 rules in fum and count the number of pixels satisffing this rule.
Assuming we get 12 value a; where i : 0 ... 11 and ai is number of pixel .uii.rying is rule. Choosing athreshold 0, we set the feature correspondingto alto be true if a;> 0 andfalsein otherwise. Each partin 4x4 size grid-brings us 12 features, so total number of features on the whole image is 192. For

so r! rv4lqrwD, DU r\rr.1r uurrluef oI IeaIUfeS On the Whole lmage iS 192. FOf
example, Figure illustrates the result when finding 12 strucfural features in gft part of the image.

Rules Descriptioa :t-cighbor I \:.eiglbor 2

1 Tlpe l,horizontal stroke N0 (2,3,4) N4 (2-3J)

L Twe 2 horizontal stroke N0 (8. e- 10) N4 (8, e, 10)

Type 1 vertical stroke N2 (5,6, 7) N6 (5- 6.7)

4 T\pe 2 vertical stroke N2 (1" 0, 1l) N6(1,0,11)

5 Tlpe 1 upwarddiagoaal N5 (4,5,6) Nl (4,5- 6)

6 Type 2 upxard diagonal N5 (0,11, t0) Nl (0. 11,10)

7 Tlpe I dowlward diagonal N3 (3,l, 1) N7 (J,2- 1)

I Ttpe 2 downrvard diagonal N3 (7,8,9) N7 (7,8. e)

9 Tr,pe I right angle t N: (5,6,7) N0 (8,9, l0)

IU Tlae 2 right angle li-6 (5- 6. 7) N0 (2.3,4)

il T1'pe 3 rigbt angle N4 (8. e- 10) N2 (1, o, 1 l)
13 Type 4 right angle N:1 (4.3,2) N6 (1. 0- 11)

Fig. 3. Rules for structural feature extraction.
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Fig. 4. An example of.extracting structural features.
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Fig. 5. Coast pixel density and horizontal /vertical stroke features.

4.3. Concavity feature extraction

The concavity features are used to determine the relationship between strokes at a large scale

across the image. Concavity features are belonging to 8 feature types: black pixel density, vertical

stroke, horizontal stroke, leftward concavity, rightward concavity, upward concavity, and downward

concavity. They are computed by placing a 4x4 sampling grid on the image. In each part of 4x4 size

grid, we count ihe number of pixels satisfying one of 8 characteristics above and choose a threshold to

determine whether 8 features in that part are on or off. These features consist of: one coarse pixel

density feahyes, 2 Targe stroke features (hofizontal and vertical strokes)' and 5 concavity or hele

features.
For determining coarse pixel density feature, we first count the number of black pixel in each

part of sampling grid and choose a threshold 0 to set this feature true or false. The figure 5 illustrate

ihat the number of black pixels inthe l2th part of the image is 43 and threshold e:20 so this feature is

acfive (i.e. its value is 1).

For determining horizontaVvertical large stroke features we first denote cr be the length of

continuous horizontal black pixels in which the pixel is in, and denote 17 be the length of continuous

vertical black pixels in which the pixel is in. Then, vertical large stroke and horizontal large stroke

features are determined based on the relation between c1 and r 1. For example, in this work, we choose

that if cr l rr x 0:75, then it is a vertical large stroke, and if Q) rt x 1:5, then it's a horizontal large

stroke. See the figure 5 for an example.

For determining feature of concavity and hole, as clearly presented in [1] we design a convolving

operator on the image which shoots rays in eight directions and determines what each ray hits' A ray

can hit an image pixel or the edge of the image. A table is built to store the termination status of the

rays emitted from each white pixel of the image. The class of each pixel is determined by applying

rules to the termination status patterns of the pixel. Currently, upward/downward, lefUright pointing

concavities are detected along with holes. The rules are relaxed to allow nearly enclosed holes (broken

holes) to be detected as holes. This gives a bit more robustness to noisy images. These features can

overlap in that in certain cases more than one feature can be detected at a pixel location. Figure 6 show

some features of concavity and hole.

Finally, we have 128 features in the model of concavity feature extraction.



130 L.A. cuong et al. / vNUJournal of science, Mathematics - physics 26 (2010) 123-t39

Note that some studies such as [1] use the combination of these three feature extraction methods. It
is useful for detect features ranging from local scale to large scale, from single pixel to multiple pixel
relationship' The set of these entire features are called GSC featues (i.e. Gradient, Structural, and
Concavity). A GSC feature vector consists of 512 features. Note that in this paper, we will investigate
each of the three feature sets as well as the GSC feafure set separately.

Fig. 6. Feature ofconcavity and hole.

5. Classifier combination strategies

5. 1. Architecture of Multi-Classilier Combination
t

Classifier combination has been studied intensively in the last decade, and has been shown to be
successful in improving performance on diverse applications [14, lg, 22, 24]. The intuition behind
classifier combination is that individual classifiers have different stoengths and perform well on
different subtlpes of test data. Fig. 7 intuitively presents the architecture of multiple classifier
combination.

Bas€ GlassifErs
Sarrldfrerent nndeb
Sarddffierenl ftirirB

Srne/rJifurent
&drrespaee

Fig. 7. Architecture of multiple classifier combination.

From this figure, we can see that the base classifiers (also called individual classifiers) can be
created based on the different feature spaces, different haining datasets, or different models (machine
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learning algorithms). Note that by combining these different types, we can also create other set of

individual classifiers. Fig. 7 also shows the general process of applying classifier combination

strategies for a problem such as classification. That is, firstly the set of individual classifiers are built

and then they are used for detecting test examples. Outputs of these individual classifiers are then

combined using fixed combination rules or training combination rules to generate consensus decisions'

5, 2, G e n e r al fr am ew o rk of cl a s s ifi er c o m bin atio n

We first convert the optical character recognition (OCR) problem to the classification. Suppose

img'isthe image to be recogn ized.. Let p: {D,,...,Dn} te a set of classifiers, and let 
^S 

: {"r,..','r}
be a set of potential labels (corresponding to characters need to be mapped). Alternatively, we may

define the classifier output to be a M-dimensional vector

D,(img) : ld,,r(img), .., d,,r(img)f (4)

where d;limg) is the degree of "support" given by classifier D; to the hypothesis that img comes

from class cr.. Most often d;;(img) is an estimation of the posterior probability P(cilimg).In fact' the

detailed interpretation of d;;(img)beyond a "degree support" is not important for the operation for any

of the combination methods studies here. It is convenient to organize the outputs of all R classifiers in

a decision matrix as follows.

€5)

Thus, the output of classifier Di is the f'n row of the decision matrix, and the support for class c7 is

theTs column . Combining classifiers means to find a class label based on the R classifiers outputs. We

look for a vector with M final degrees of support for the classes, denoted by

D(img): [Pr(]ry), .'., ttuQmg)l (O)

where p/img)is the overall support degree obtained by combining R support degrees {d1;(img)' ."'

dn/im1ijftom outputs of the R individual classifiers, under a combination operator @, as presented in

the formula (7) below.
plimd: @ @1limT), ..', dpi(img), for j : l, ..', M Q)

If a single class label of img is needed, we use the maximum membership rule: Assign imgto class

qiff
prlmg) >p(im7)i W = 1, ..., M. (8)

If we assume that each individual classifier D; is based on a knowledge source, namely f;, and then

when detecting characters for img,the classifier D; outputs a probability distribution over the label set

^S, 
denote Uy{f (c, lt)}i:, In other word, to distinguish the individual classifiers we assume each

classifier Di is based on a knowledge source f;, andconsequently we can represent diiQmg) by the

posterior probability, P(cilf), or by following equation:

d;;(img): P(cif) (9)
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Note that this representation is used for all types of generation of different individual classifiers
even though it is more appropriate for individual classifiers based on different feature spaces than
different machine learning algorithms.

_ Under a mutually exclusive assumption of a set F : fi Q : I, ..., R), the Bayesian theory suggests
that the image ing should be assigned to class cl provided'the a posteriori probability of that class is
maximum, namely

k : arg 
.ytaxp("rlfr,...,f^) (10)

That is, in order to utilize all the available information to reach a decision, it is essential to
consider all the representations of the target simultaneously.

The decision rule (10) can be rewritten using Bayes theorem as follows:

k:*g?'W
Because the valu of P(f1, ..., f^) is unchanged with variance of c;, we have

k - arey r(7,... f^lc,)r(",)
As we see, P(f1, ...' f^lc) represents ihe joint probability distribution of the knowledge sources

corresponding to the individual classifiers. Assume that these knowledge sources are conditionally
independent, so that the decision rule (il) can be rewritten as follows:

&:arsmax"("r)f|"( fk,)
t t=t

According to Bayes rule, we have: '

r(f)c,):
substituting (13) into (12), we obtain the Naive Bayesian (NB) Rule:

ft : arg mzx["k, )]-t^-" lI, k) t,)J i:l

(11)

02)-

( 13)

(14)

(1s)

Il t: worth to empha'size that we can consider NB rule as the NB classifier built on the combination
of all feature subsets.,[, ...,fi.

Product Rule

Like [14], if we assume that all prior probabilities p(ci) (J:1,. . . ,Itl) are of equal value, and then
we obtain the equation, as follows.

k:ar1rmaxtlr!,tt)
J i:l

The decision rule (15) quantifies the likelihood of a hypothesis by combining the a posteriori
probabilities generated by the individual classifiers by meanstia producl rule.

5.3. OWA operutors

5.3.1 OWA Operators and derive combination rules
The notion of oWA operators was first introduced in [25] regarding the problem of aggregating

multi-criteria to form an overall decision function. A mapping

P(")
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F: [0, 1]'-+ [0, 1]

is called an OWA operator of dimension n if it is associated with a weighting vector W : fw,, ..',

such that l) wi e [0, 1l andD Dr, = 1, and

F(ar,...,a,):D*,b,

where b; is the i" largest element in the collection a1, ..., an.

The fuzry linguistic quantifiers were introduced by Zadeh in [26]. According to Zadeh, there are

basichlly two types of quantifiers: absolute, and relative, Here we focus on the relative quantifiers

typified by terms such as there exists, for all. A relative quantifier Q is defined as a mapping Q : 10,

1l'-+ [0, l] verifying QQ):0, there exists r e [0, 1] suchthat QQ): I,andQisa non-decreasing

function. For example, the membership function of relative quantifiers can be defined 127) as

ifr<a
ifalrlb
ifr>b

(16)

with parameters a, b e [0, 1].

Then, Yager l25l proposed to compute the weights w; is based on the linguistic quantifier

represented by Q as follows:

, for i = l, ..., n. (17)

5.3.2 OWA Operator Based Combination Scheme

Let us return to the problem of identiffing the right character of a given optical image img of a

character as described above. Let us assume that we have R classifiers corresponding to R information

sources fi @r R different machine learning algorithms), each of which provides a soft decision for

identifying the right character of the optical image img in the form of a posterior probability P(cr,V),

for i = l, ..., R.

Under such a consideration, we now can define an overall decision function D, with the help of an

OWA operator F of dimension R, which combines individual opinions to derive a consensus decision

as follows:

t33

wn],

*.:olL)-of,!:!l' -\n) -\ n )

where p; is the i-th largest element in the collection P(c,,lf,), .'.,

weighting vector semantically associated with a fuzzy linguistic

based voting strategy suggests that the optical image ing should

D(cr) is maximum, namely
j:argmaxD(c) j : arg

n

D("0) : F(P(cr,V), ..., P(cklfi) : D*,P,
i:l

(18)

P(crVil, and I( : lwy ..., wpl is a
quantifier. Then, the fuzzy majoity
be assigned to class c; provided that

(1e)

As studied inl25l, using Zadeh's concept of linguistic quantifiers and Yager's idea of associating

their semantics to various weighting vectors W, we can obtain many commonly used decision rules as

following.
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Max RuIe First let us use the quantifier there errsls which can be relatively represented as a fuzzy
set p of [0, l] such that QQ) : 0, for r < l/R and ee): 1; for r > L/R. We then obtain from (17) the
weighting vector w : f7,0,..., 01, which yields from (lg) and (19) the Max Decision Rule as

/ : ars rrax [^f*, U rl t,r] (20)

According to thd quantifier-based semantics associated with this weighting vector [25], the max
decision rule stdtes that a decision of labeling for example e should be made if there exists an
individual classifier supports that decision. In other word, the label selection of an example is followed
the decision of the best classifier or followed the decision that obtains the maximum degree of
supports from all the individual classifier.

Min Rule Similarly, if we use the quantifier for all which can be defined as a fizry set e of [0, l]
such that QQ) = I and QQ) : 0; for r I I 1251. We then obtain from (17) the weighting vector tT: fI,
0, ..., 01, which yields from (18) and (19) the Min Decision Rule as

j : arsmaxfmrnrlc- l4;l eDtLt'l
Also, according to the quantifier-based semantics associated with W, the min decision rule states

that a decision of labeling for example e should be made if all individual classifiers support that
decision.

Suppose that the i" classifier supports class c; a degree d,le),then it means this classifier opposes
a degree (l - d1i@) to c;. For each support degree d;r{e)let we name its corresponding opposition is
d,,i@) (e) then the min rule can be rewritten as follow.

With this presentation of the min rule, the class/label selection of an example is followed the
decision which minimums the opposition from all the individual classifiers.

Median RuIe In order to have the Median decision rule, we use the absolute quantifier at least one
which can be equivalently represented as a relative quantifier with the parameter pair (0; l) for the
membershipfunction Qin(16). Thenweobtainfrom(17)theweightingvector W=[l/R,...,1/Rf,
which from (18) and (19) leads to the median decision rule as:

^ [r. ,l IRr- rl
, : u',r:T:"[ +l t 

t - d, 
. r @ ]l: "ie: fj' [ 

+=' ila',,, 
(") 

]l
(22)

i:arsmax[*i"".rr,] (23)

6. Experiment

6. l. Experimental models

For the experiment, we will investigate various models including the models for generating
individual classifters and the models for combining the individual classifiers. The machine learnins
algorithms to be used include neural network (NN), maximum entropy (ME), and support vectoi
machine (SVM) which have shown their effectiveness for many classification/recognition problems.
From these three machines leaming algorithms, by using with the four feature sets (including gradient,
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structural, concavity feature sets and the combination of thern) we totally generate 12 individual
classifiers.

For classification combination, in section 4 we have presented various strategies including maxrule' min rule, median rule, and product rule. There are two main scenarios of generating
individual/base classifiers' In the first scenario, re individual classifiers are built based on differentviews of the data' It means that for each representation of the optical image of a character we have abase classifier' concretely, we here consider the image under the three kinds of feature extraction:gradient, structural feature, and concavity extaction, each of which corresponds to a feature set. Note
that we also integrate all these three feature sets for the overall representation (called GSC the feat'reset) of each optical image. In the se.cond scenario, base classifiers use the same presentafion withdifferent machine learning methods (using NN, ME, and SVM).

In summary, we have four different sets of individual classifiers. For the first tlree sets ofindividual classifiers, each of them bases on one algorithms and different feature sets (i.e. gradient,
structural, and concavity feature sets)- The four set of individual classifier bases on one feature set (i.e.
the GSC set) and different machine leaming algorithms (i.e. NN, ME, and SVM).

ll+ t3i t8o:..
,'....., -.. TodaE, "--,"".. n$ bs Cnat 4iha "-_--_..*-_..-,i li3.*r.iT, ffifi,f,r[HffJigt*fff,;3 f,H:#*. -

'Mn&, o I '} 3 + 5 6 1 t 9 , a I

Cl& r*i 0 t z j + 5 5 + 3 3 * TL e
:mrrlr b c d tt € C f , h t

"l t I

(t c A" & L c, + ? .[* ; I +z e
3h0 n6i m |l o (} o p q r t t u a, v

nr**& ttl 'tl o o d 'r t r 5 { v a tr
fho frf;i I r v il A A A E c T' D E *
ilhlrl& \1, L 'l a A A A 6 c o o E e
fen& J G lt I J t( L M x a 6 o F

*bOtdr F G H f 3 K L H nt 0 o d P
il0 ruAr a n s T u r.t v v x Y z Bd Bd

(t&srl a R s t u \t v w x Y z fit s&

Fig. 8. Form for collect'ng data.



136 L.A. Cuong et al. / w(J Journal of science, Mathematics - physics 26 (2010) 123-l39

6.2. Data preparation

Up to now there is no a standard database for this work. We therefore have built our self a
database for isolated handwritten Vietnamese character recognition. Firstly we design a form by which
a person can fill in the characters at specified places (see the figure 8). Secondly, aftet collecting these
filled forms we buiit a tool for extracting the specified characters. To do this work, we have used lgg
students from'the University of Engineering and Technology, Vietnam National University of Hanoi.
We have selected all l0 digits and 66 Vietnamese characters including upper and lower ones. After
discarding illegal forms we obtain 6194 pdttems. Note that the images of characters are then shrunk to
28x28 grey images which are exported to database files in MMST I format which are normally useful
for such the studies of text recognition. They are then divided into three sub-sets with 3716 patterns
for the training set, 1239 patterns for the development set, and 1239 pattems for the test set.

Table l. Experimental results (show the error rates of recognition)

Individual classifiers Combination rules

ME
NN

SVM
GSC

Gradient
tt.2%
lt.t%
7.0%

7.o%(ME)

rr.t%
7.0%

5.g%G1rN)

15.5%

103%

Median

7.6%

7.r%
4.6%

4.3%

Structural Concavity
r2.4% 14.5%

Max Min Product
7.6% 8.2% 6.9%
8.r% 9.0% 8.6%

5.7% 5.0% 4.s%
45% 4.0% 4.3%VM)

6.3. Experimental results and discussion I

Table I shows all of our experimental results which contain the error rates for all individual
classifiers (generated by using various kinds of features and machine leaming algorithms) and the
combination models. The first three columns stand for three feature sets including gradient, structural,
and concavity ones respectively. The next four columns stand for the combination strategies/rules
including median, max, min, and product rules respectively. The first three rows present the case when
individual classifiers are generated by using one machine leaming algorithms with different features
sets as mentioned above. Note that the last row presents the case when individual classifiers using the
GSC feature set with different machine learning algorithm. From the obtained results we have the
following discussions.

ing the first three rows of the table, when using the feature sets separately we can see thatj*FgL$ture sets have shown their similar effectiveness while using concavity
(i.e' higher error rates). Specially using the combination rules on the

with these individual classifiers. Among these
ts (error rates are 6:9%, and 4:5%) in two casesthe

and
rule

cha

ofequal value.

is 7:l%). Note that the product
in-":ndividual classifiers are

se9 gradient features,

it has

nleb griitrsllou roi mrorl .8 .giE
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- In the other aspect, when using the GSC feature set which is the combination of gradient,

structural, and concavity features we can see that the obtained classifiers give the best results in

comparison with using them separately, as shown at the last line of the table 1. Moreover, the support

vector machine algorithms showed that it is the best method for this work. For the combination rules

in this case, the min rule gets the best result and it is the same to SVM method (the error rates are

equal to 4:0%). 
"

Note that in"the related work [9], the authors used some kinds of features including horizontal,

vertical direction and the two diagonals of the optical images. These features are just a part of
struc(ural features as we presented in section 3. Therefore our work of feature extraction is more

general than [9].
In summary the obtained results have shown that using GSC features gives low error rates. It

means that combine all the three kinds of features (including gradient, structural, and concavity ones)

will provide rich knowledge resources to recognize Vietnamese characters. The experiments also

affirm that using the proposed combination rules will give the best results for all the cases, especially

in the case we are having weak individual classifiers (when they uses separately feature sets)' Even

that in the last case when the support vector model has shown the same result as using the min rule, in

general using combination strategies will provide us a safe way to obtain the best classifier. Lr some

situations in which we obtain weak classifiers, for example when we do not have enough training data

or do not have enough evidences then using combination is adequate to obtain a strong classifier.

Furthermore in our opinion, we can use an effective strategy that uses a development data set to

determine which one is the best among combinption rules and individual classifiers.

7. Conclusion

To recognize isolated Vielramese characters, this paper firstly investigated gradient, structural,

and concavity characteristics ofthe character images for feature extraction. These kinds offeatures are

used for the three machine learning algorithms: neural network, maximum entropy, and support vector

machines. The experimental results have shown that gradient and structural feature sets give the same

effect while concavity feature set gives higher error rate. Specially, the combination of these three

feature kinds gives the best result. From these result, when conducting experiment on NN, ME, and

SVM algorithm we obtain that SVM produces the best result.

Secondly, to investigate the effectiveness of applying classifier combination rules to this work, a

general framework for classifier combination has been proposed and then derived several combination

rules based on Naive Bayesian inference and OWA operators. These rules have been applied on

individual classifiers which are based on different feature sets or different machine learning

algorithms. The experimental results have shown the effectiveness of using the combination approach,

specially in the case when these individual classifiers lack of adequate knowledge resources. In 
I

sumtnary, using GSC feature set with SVM algorithm and classifier combination strategies have been

shown to be the appropriate solution for recognizing isolated handwritten Vietnamese characters. IntSl

addition, by using a development set, we can decide which model is the most appropriate in a

particular context.

r37
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