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AN ALGORITHM FOR SOLVING A CLASS OF
BILINEAR INTEGER PROGRAMMING PROBLEM

Tran Xuan Sinh

Department of Mathematics, Vinh University

Abstract. In this paper we be concerned with a special class of bilinear integer pre.
eraming problems (PI). Its objective function and constraints have variables whicli oy,
multiplicative of two different variables. By restricting the integer condition of problem w.
shall study relaxation problem (PIR) and reduce (PI) to solve linear integer programmiy,

problems.

1. Introduction

Many real-world probleins can be formulated as the following optimization probley,

T ni

Z(Z(_f,‘:l'i.l)yj — IlaX

i=1 =1

subject to
[ 0<ai s Z’,‘,zl TijY; S A, 1=1,...,m,
0 < €Ly - 4417 p=1,...,1m, / =
Y e ity € By § =105
ﬁ 0<d; <y; £ B, =1...,n,

n
ZJ:] ‘,‘\1_}.(/_} g AI,

\ x;; and y; are integers,t =1,...,m; j = 1,...,n.

N :

This is a bilinear integer problem. Its objective function and constraints have varichle
which are multiplicative of two different variables z;;,y;. A model of problem "Line yy, .
luggage van” was given in [2].

Denoting

zij = Tij¥, 2 = (2ij),

we have a program with linear objective function. However, the feasible solution set 15
Z=XeY={zeDcR""":z=zy,ze X,yeY},

where
n

D={zeR"":0<a; < ZZU € Api=1,...,m},
j=1

Typeset by Am&Te

41



P Tran Xuan Sinh

T
X={:€ R™™:0<zy; S Ai=1,...,mj= 1,--~,’R§Zdﬂfu L Pui=1...,n)

=1

n
Y={yeR":0<b <y <Bji=1,...,n, % My; < M}.
J=1
[1 this paper we restrict the integer condition of problem and reduce to the following

parztion problem (PI)

(PI) minc?z (1)
afet O
z€D (2)
ZJ:IJUJ’J:]"Q”‘U (d)
reX,yeyY (4)
z integer, (5)
vhbr p
¢c={¢;),c & = ZC]‘Z;,
=1
’)
)={z€R":) Biyz; <P, i=1,...,m0< 2 <8,5=1,...,p}, (6)
j=1
{:{;ITER‘“:O(“-J'SIJgAja.j:}W""p}’ (7)
P
= {yEeR: ) ayy;=ani=1,...,:0<b; <y <Bjj=1,...,p}. (8)
j=1

W hu lss of generality assume that 6;, f3,;;, 3; are integers and 3; > 0. The problem,
vhatineger constraints of z, was studied by T.V. Thieu [4]. In this paper, we are going
oomyg o an adjacent different method to transfer problem (PI) to the linear integer

yganmng problems.

Dace

IL'+ = {j:(l'ij 20’1 == 17"'7(]:.j: 1""71)}:
I'={jieiy<0i=1,.,¢j=1...p}

. - i . . 3)‘ . " p
Fin(), 7). ; > 0 we infer that y; = — We can write the constraints (8) as
u I .

P

O[i_,' ;
E ’r.zj:m,zzl,...,q.
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Define
(8 25 5

T

where t,; satisfy the constraints

(i /Aj) < tij < (ej/ay), forall j € IT, 10)
< t,'j = ((Y,;j/AJ’), for all J € I,-_.

Define

Choose z7 € [a;, Aj],j = 1,...,p. From (9) we have
t; = (t5;) = (au;/25)

Without any integer constraints (5), we have relaxation problems (PIR)

(PIR) minc”z o
subject to
z€ D, 9
ZJ':;I,'jijjz:l,‘z,___’p’ 4
re X,yeY, .

As usual a triple (&, y, z) whose entries satisfy (2), (3) and (4) is called a feasillescyig
of (PIR), a feasible solution achieving the minimum of (1) is called an optimal scuig.
(PIR).

o — ¢ * — Y =T 3 S B T ar - Yo
Choose z* = (x}),t; = (ti;) = (v /), we solving linear programinng

min ¢! z
subject to

z€D (1

P % . .
Ej:l tL_)zJ = (4,1 = 17" 4.

(LP1)

Let z* = (z}) be a basic optimal solution of the linear problem (LP1). By B ve laoe h
basic associated with z* and J the index set of B. From z* and z* we have * = 2 /5
So, (x*,y*, 2*) is a feasible solution of problem (PIR). Denote cp = (¢;),j €.J '
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». Main results
Priposition 1. Let (z*,y*,2*) be a feasible solution of (PIR). If it satisfies the con-

srirts

cgB7t; < Cas by € Ty Sorall § = 155 .:,p, (12)

tha ./, 2") is an optimal solution of (PIR).

Prof Assume to the contrary that there exists a feasible solution (&, 7, Z) of (PIR) which
s lette than (z7,y",2%), i.e. such that

Sicet = (t:;) = (@ij/Z;) € T; and constraints (12) we have

cpB7t; < g, lorallj=1,...,8

N lawe @ =25, u = 0,(2z*,0) which is an optimal solution of problem

min el z

subject to 13
3D 3]

P S .
Z]:Hg%*‘z_,'ﬂtu“u = @i, b= Ly ne sl

(LP2)

Oaevis, with 2 = 0,u = z, (0, 2) is a feasible solution of (LP2), with

Tz > T

IS

*

- T
Hne T2 =¢" 2%

Chis shows that (27, y*, 2*) is an optimal solution of (PIR).

Ramark 1. To verify constraints (12), for every j = 1,2,...,p, we can to solve
p>ben
max(cpB7t;)
(LP3){ subject to

ad okfo” an optimal solution t; = (tu) If (CBB"It;-) S ¢, forevery j=1,... p, then
castinrs (12) are satisfied.

sppose now that (z*,y*, z*) does not satisfy the constraints (12).1. e. there exists
¢+ €T «ica hat

cgB7t, > ¢y (14)
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Consider the linear program

( min(cTz + cxur)
subject to
(LP4)S D0y th2 + bk =i, i =1, s
?:1 Bijzi + Buvx € Biyi=1...,m
L 0€ 2, €8, f=1,...,p % 20,
where v, is a nonnegative variable.
Assume that (LP4) has an optimal solution (z',v,).
Denote ) )
.+, ifj=k
gj: z;-, isz1,...,p,j7ékandz;€+'u;t#0 (6
z:, if =1,...,p,J # k and z;.+v;, = 1)
and
k tr, ifj#kj=1,...p
B t;-, ifj:k,z;,+'u;c:0 -
5 (7

2.0 bty | ’ :
kR Lk =k 2z +u, #0.
z, + vy '
Proposition 2. If there exists an index k satisfying (14), then (z*,y* % 4, ),

_ : AN A . .
changed to a new feasible solution (z,y,z) of the problem (PIR) which is eitloy |t
than (x*,y*,z").

A

Proof. From z“,z',v;c and applying (16), (17) we have /Z\j, ti (G =1;.+.,p). She Tjis
A 4

the convex set, t; € T;. then we get

If 2 + v, = 0, then

a A A - * X *
Z tjz; = thzj = « (because z; = 0 for k € J), where a = (a;)

<
1l

<
Il
o

P P *
A A o Epby Aty o /
E tizg = E trz; + kz"\+vfc k(z, + v;)
j=1 i=1,j#k R
p
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N: have

P
A . A
E )),/ Zj = E JU Zj+ .“f,‘k.’i;\‘
=1 J=1g#k
P
- / ’ . / ’
= E Bijz; + Bi(z, +vp), if 2, + v, =0
f=1.9=Ek

P
Z ij2; € Bi (because j & J), if 2z = 0.

Fpri (16) we have

P P

S Biuzi= > Bijzy+ Bl + vy, if 2 + vy £0.

Jj=1 J=1g#k

: , . 2 . A
[t[klluws that V"’ “i ii%j < P (see (15)). It is easy to see that z; > 0. From t; and (9)

we fnd 7 and 2, from (3) find {} This shows that (lz\f} /:\) is a feasible solution of (PIR).
[tiseasily verified that (27,0) is a feasible solution of (L4), but from (14) then (z*,0) is

A

sl salit: .r : s thit o7 2% s pF % 4 oy, = o e, 4 g o
it optimal solution of (LP4). Tt follows that ¢fz* > Tz + cpvy, = ¢ 25, 1. e (r,y, 2)
ishetter than (a2 y*, 2*).

Before presenting the algorithin, we have some remarks.

Remark 2. Relaxation problems (PIR) haven't integer constraints. Since D is a
plhhedron, using the Gnnmrv cut method (or the coordinate cut [1]) for solving linear
ireser programming, it follows that after a finite nunber of steps we receive an optimal
ireter solutionl,

Remark 3. Since D is a polyhedron. using methods of linear programming, after
atite number of steps we receive an optimal solution of program (LP1).

Remark 4. The solving (LP3) is an casy task because T, for every j = 1,2, ... p.
icarectangle (from (10)).

Remark 5. (LP4) and (LP1) differ from one to another only by a new column,
Ferce, o solve (LP4) we can use the solution of (LP1). Applying the reoptimization
tehique of linear programming, we have the solution of (LP4).

. The algorithm for solving problem (PI)

From the above results we are now in a position to derive an algorithm for solving
polar (PI). The algorithm consists of the following steps.

Step 1. Take 1™ € X, determine t7 € T from (9), (10). Solve the linear program
(.I1). bt =7 be a basic optimal solution, with basic B and the index set J of B,

Sep 2 lorevery j=1,2,... p, we solve the lincar program (LP3) and obtaining
2 113l sohuion 1‘; = ('f:‘j).
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If (('BB'lt’j) < ¢j, with j = 1,...,p, then (2%, z*) is an optimal solution of ra];y
ation problems (PIR). Go to Step 4.

Otherwise, there exists a first index k satisfy (cgB~1ty) > ¢x. Go to Step 3.

Step 3. Solve the linear program (LP4), let (%, U,/\.) be an optimal solution. Jyyy,

% . 3 N AN 3 s

(16) and (17) we change to a new feasible solution (x,y, z) which is better than (a*, y* 2
Go to Step 1.

Step 4. If z* is integer then (z*,y*,z*) is an optimal solution of (PI). Otheryiy
to add a cut constraint and go to Steps 1.

Proposition 3. The above algorithm terminates after a finite number of steps.

Proof From remarks 1, 2, 3, 4, 5 we have the proposition.
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