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Abstract: Let {X,,,n = 1} be a sequence of m-dependent random vectors taking values in a real
separable Hilbert space. In this work we introduce concentration inequality for the partial sums of
{X,,,n = 1}. Then, we give the weak laws of large numbers for weighted sums of {X,,,n > 1}.
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1. Introduction

One of the main tools in probabilistic analysis is the concentration inequality. Basically, the
concentration inequalities are meant to give a sharp prediction of the actual value of a random variable
by bounding the error term (from the expected value) with an associated probability. The two simplest
concentration inequalities are the Markov's inequality and Chebyshev's inequality. If we want bounds
which give us stronger (exponential) convergence, we can use Hoeffding's inequality or McDiarmid's
inequality (see [1, 2]). However, such concentration inequalities usually require certain independence
assumptions. When the independence assumptions do not hold, it is more difficult to have similar
inequalities.

Recently, the subject of dependent random vectors in Hilbert spaces has received a lot of attention.
The readers may see some results which have been obtained for negatively associated (NA) random
vectors by [3], for negatively quadrant dependent (NQD) random vectors by [4] and for negatively
superadditive dependent (NSD) random vectors by [5, 6]. The purpose of this note is to introduce
concentration inequalities for sum of m-dependent random vectors in Hilbert spaces. As a consequence,
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we have the weak laws of large numbers for weighted sums of m-dependent random vectors in Hilbert
spaces.

We start with the definitions of m-dependent random variables.

Definition 1. Let m be a non-negative integer number. A sequence of random varibles {X,,,n > 1}
is said to be m-dependent if for every n and every j > m + 1, {Xn+m+1, ...,Xn+j} is independent of
{X1,X,, ..., Xy, }. In particular, if m = 0, {X,,,n > 1} is an independent sequence.

Example 1. Let {Z,,n>1} be a sequence of i.i.d. N(0,1) random variables. Then
{Z, — Z,+1,n = 1} are identically distributed N(0,2) random variables. Let X,, = Z,, — Z,,,1 then X,
and X,,,, contain Z,, ., so they are dependent. But we can easily see that for every n, {X, ..., X,,} and
{Xn+2, Xn43, ... } are independent. Therefore, {X,,,n = 1} is 1-dependent.

Let H be a real separable Hilbert space with the norm |I-]| generated by an inner product (-,-) and let
{e;,j € B} be an orthonormal basis in H.

Definition 2. A sequence {X,,n > 1} of H-valued random vectors is said to be m-dependent if for
any j € B, the sequence of random variables {(Xn, ej)n = 1} is m-dependent.

Example 2. Let {Z,,,n = 1} be a sequence of i.i.d. N(0,1) random variables. Foreachn > 1,j € B,
put X, = ¢1jZn - +CmjZnsm Where X172, ¥ icp ¢/ < co. We can see that for any j € B, {X;,n > 1}
is m-dependent by definition. We consider X,, = Y jcg X,{ej,n > 1, then {X,,,n > 1} is a sequence of
H-valued m-dependent random vectors.

2. The Main Results

In this work we shall always assume that {c,,n > 1} is a sequence of positive real numbers. Let
{X,,n = 1} be a sequence of H-valued m-dependent random vectors with mean 0 such that || X,,|| < c,
for every n, and S,, = X; + X, +--- +X,, be the partial sums.

Theorem 1. For all t > \/(Zm + 1) X, ¢ we get

2
( [em+D I, cf—t)

n (Zm/\(nﬂ)c‘ )2

i=1\&j=0 i+j

P(|ISpll =2 t) < exp

In particular, if {X,,,n = 1} is an independent sequence, then for all ¢t > /Z}Ll c? we have

2
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We can use Theorem 1 to prove the following results.

Proposition 1. For all t > J(Zm + 1) X", ¢ we have

2
( [2m+1) z?zlcl?—t>

2(m+1)2 3, c?

P(lISnll =2 ) < exp{—

Proposition 2. Let {m,,n > 1} be a sequence of positive integer numbers. Let{a,;,n > 1,1 <i <
m, } be an array of positive real numbers such that
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and U, = X" a,,; X;. We have

P
U,—->0asn — oo,

3. Proofs of the Main Results

To prove the main results, we need some lemmas. The first lemma is a familiar result in the theory
of functional analysis.
Lemma 1. (Triangle inequality) Let X, Y be vectors in H. Then,
1XII =Y < IX + Y] < |IX]] + IY]].
The next lemma is the one used in the proof of the McDiarmiad's inequality (see [5]).
Lemma 2. (Hoeffding's lemma) Let X be any real-valued random variable with expected value
E[X] = n, such that a < X < b almost surely, i.e. with probability one. Then, for all 1 € R*,

2%(b — a)?
E[e?&*-EIXD] < - =t
[e ] < exp 3
or equivalently

20 _ )2
E[e’lX] < exp {lr] + M}

8
Lemma 3. Let {X,,,n > 1} be a sequence of H-valued m-dependent random vectors with mean 0
such that || X, || < ¢, foreveryn,and S,, = X; + X, + -+ X,,. Then,
n

ENISaID? < E[lIS,112] < (2m + 1)21 2.
£
Proof. We have
Bl =[x,
-5y, (O xe)
- ZJ-EBE (Z:;l(xi,ej))2

= Z ( E(X; ¢)? +Z 2E((X;, )Xy, e,-)))
jEB i=1 1<i<ksn
Noting that if k — i > m, X, va X; are independent, hence

Z 2E(<Xl, ej)(Xk, e])) = 0.

JEB

2

If 0 <k —i<m,then
D 2B (X)X €)) < D E(e &) + (Xioe)?) = EXI] + EDIX,I?) < ¢ + .

jEB jEB
Therefore
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We can now prove the main results of this article.
Proof of Theorem 1. Let F; = o (X4, ..., X;) and Y; = E(||S,|||F;) forall 1 < i < n. Then,
{Yn = E[lISxll1F] = IS, ll,
Yy, = E[|IS,Il] = const.
It is easy to see that (Yp, Y3, ..., ¥,,) is a martingale. We have
Yo =Yoo = lISull = ELISRINFp-1]
= ISp-1 + Xnll = ELS I Fp-1]-
From Lemma 1, we deduce that
ISn-1ll = cn S ISp-all = IXnll < [Sn-1 + Xull < [ISpll + IXpll < [[Sp-1l + cn.
Denote
{An—l = [ISp-1ll = cn = ELISp 1| Fr1]

Bh1 = ”Sn—lll +Cp — E[llsn”lTn—l]'
then A,,_; and B,,_, are F,,_;-measured and

{An—l <V, —Yy,, < Bn—l,
By_1 = Ay 1 = 2¢,.
Apply Lemma 2 for Y,, — Y,,_; we get, forall A > 0,

A2(2¢,)?
Elexp{A(Y, — Yo} = E[Elexp(A(t, — Yoo D) Foma]] < E [exp {%}]

3 A2c2
= exp > ([
We write ||S,|l = (Y, = Vye1) + (Yoq — Yp) + -+ (V3 = Yy) + Y. We havefor1 <i <n,

Y, =Yg = E[[|Si—1 + X + =+ Xiymatm-i) + Xismanop+1 + -+ Xn|[|Fi] = Yoo1.
From Lemma 1 we deduce

mA(n—i)
ISia + Xeomauopsn + =+ Xall = D iy S ISicy + Xt X
=0
mA(n—i)
< |[Sict + Xeomaeon+r + =+ Xu|| + Z Civj-
=0
Denote

mA(n-i)
Ay = E[||Siz1 + Xismam-is1 + - + Xa|[|F:] — Z . Civj —Yiq
]:

mA(n—i)
LBi—l = E[||Si—1 + Xismamoi+1 + - + Xu|[|F:] + Z . Ciyj — Yig
j=

Noting that X, mam-i)+1 + -+ X, is independent of F; and S;_; is F;_,-measured, then

E[||Si=1 + Xivmam—iy+1 + -+ Xu||[IF:] is also F;_;-measured. Therefore A,_, and B,_; are F;_;-
measured and

A1 Y=Y 1 < Biy,

mA(n-i)
By —A;i, = ZZ Cij-

j=0
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Apply Lemma 2 for Y; — Y;_; we get, forall 1 > 0,

Elexp{A(Y; — Yi_)}] = E[E[exp{A(Y; — Y;,_ D}F;i_,]] <E

22 mA(n—i) 2
exp 5 (2 ijo ciH)
22 mA(n—i) 2
= exp ?<Z Ci+j> .
Jj=0

E[eMs:l] =E [E[eﬂyn—yn_l)ewn_l|g:n_1]]
=F [elyn—lE[e)L(yn_Yn—ﬂ |_‘]I'n_1]]

2.2
< E[e”ﬂ-l]exp {A Cn}

Hence forall A > 0,

2
<.
22 n /mA(n-i) 2
<exp 72 Z Civj | +AY,
i=0 j=0

By Chebysev’s inequality,

; 2
E[enl] g2 [
P(lISxll = t) < — i < exp ?Z Z Ciyj | AV, — At
i=0 \ j=0
mA(n—i)

2
AZ
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Where we have used Lemma 3 for the last inequality. The result follows by choosing

t—\/(2m+ DY, c?
1=

. 2
?:0 (Z;n=/:)(n 2 Ci+j)
Proof of Proposition 1. From Theorem 1 we get

(Vem+ DL, & - t)z}
230, (Z;n:/:)(nﬂ) Ci+j)2 |

> 0.

P(lISpll = t) < exp {—

By Cauchy-Schwarz’s inequality we have

mA(n+i) 2 mA(n—i) mA(n+i)
< Z ci+]-> <(mAn-i)+ 1)( Z ci2+j> <(m+ 1)( Z ci2+]->.

j=0 Jj=0 j=0

Then

n mA(n+i) 2 n mA(m+i)
22( Z ci+j> SZ(m+1)Z Z ctj

i=1 j=0 i=1 j=0
n

<2(m+ 1)2261-2.
i=1

We deduce that
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(\/(Zm + DXL, 2 - t)z
2(m+ 123", ¢f

P(lISpll =2 t) < exp

The result follows.

Proof of Proposition 2. It suffices to prove that for all t > 0,
P(U,ll=t) > 0asn — oo.

Because

Mn

E 2.2
apici = 0 asn - oo,
i=1

there exists a positive integer number n, such that t > J(Zm +1) Z:’i"l a?;c? foralln > n,.

We consider the case when n > n,. From Proposition 1 we have

I( <\[(2m + DY a2c? - t)Z\I
| |
\

P(lUnll Zt) < ex

2m+ 123" a?;c?

4

1 t 2
= exp —7( 2m+1—n7> }
{ 2(m +1)? Y agic?

The result follows from the fact that as n — oo,

1 t 2
——Q| V2 1l———7— 0.
exp{ 2(m + 1)2< m+ Y g2 cz) }_)
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