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Abstract. This paper introduces the concept of agents, and agent systems, and then motivates why 

developers may want to use this technology for building complex software systems. It describes a 

particular approach to Agent Software Engineering, the Prometheus methodology, and the 

associated Prometheus Design Tool.  The paper concludes with a discussion of some of the current 

trends in Agent Oriented Software Engineering.  

1. Introduction
∗∗∗∗ 

In this paper we discuss agent oriented 

software engineering, trying to answer the 

question as to why you would use this approach, 

and how you would do it. A natural starting 

place is then to briefly address the question as 

to “what are agents?” 

Software agents are seen by many as a 

natural evolution from objects, providing an 

additional level of abstraction and 

encapsulation (e.g. [1]). A well accepted 

definition of an agent is from [2], which in turn 

is adapted from [3]:  

“An agent is a computer system that is 

situated in some environment, and that is 

capable of autonomous action in this 

environment in order to meet its design 

objectives.”  

_______ 
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Wooldridge distinguishes between an 

agent and an intelligent agent which is further 

required to be reactive, proactive, and social [2, 

page 23].  

Two basic properties of software agents are 

that they are autonomous and that they are 

situated in an environment. The first property, 

being autonomous, means that agents are 

independent and make their own decisions. This 

is one of the properties that distinguishes agents 

from objects. When we consider a system 

consisting of a number of agents, then a 

consequence of the agents being autonomous is 

that the system tends to be decentralised. 

Agent technology tends to be used to build 

systems where the environment is complex and 

challenging. In particular, in addition to being 

complex, environments may be dynamic - that 

is the agent cannot assume that the environment 

will remain static while it is trying to achieve a 

goal; they may be unpredictable in that it is not 

possible to fully predict the future states of the 
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environment; and they may be unreliable in that 

the actions that an agent can perform may fail 

for reasons that are beyond an agent's control. 

Because agents are situated in dynamic 

environments, they must be reactive to changes 

in those environments, adjusting their plans 

according to environmental changes. Agents are 

also proactive in that they pursue their own 

goals. Many agent platforms provide 

mechanisms to ensure that the agent's behaviour 

is robust with respect to failures and changing 

conditions. When the agent behaviour is 

programmed in terms of high level concepts 

such as goals, the execution infrastructure 

ensures that the agent attempts alternative ways 

to achieve its goals, if initial methods fail.  In 

order to ensure that agents are robust and 

flexible they are typically programmed with a 

number of plans for achieving a given goal. A 

key issue is balancing reactiveness and 

proactiveness. An agent's plans and actions 

should be influenced by environmental 

changes, and if the agent does not pay sufficient 

attention to this it may well waste time trying to 

do things that are either no longer relevant, or 

no longer possible. However the agent should 

maintain a focus on its goals, and the 

achievement of these, and not simply react to its 

environment. The social requirement on agents 

means they need to interact with other agents, 

and these interactions are typically framed in 

terms of conversation protocols: patterns of 

interaction around a particular (goal-oriented) 

process. 

Key properties of an intelligent agent are 

then the following:  

Situated - exists in an environment  

Autonomous - independent, not controlled 

externally  

Reactive - responds (in a timely manner!) 

to changes in its environment Proactive - 

persistently pursues goals  

Flexible - has multiple ways of achieving 

goals Robust - recovers from failure  

Social - interacts with other agents  

Discussion of agents and agent systems 

often distinguishes between weak and strong 

agency. Strong agency requires that the agents 

are modeled in terms of mental attitudes such as 

beliefs, goals, intentions, plans, commitments, 

and so on. Perhaps the best known such model 

is the BDI (Beliefs, Desires, Intentions) model 

which has its origins in the philosophical work 

of Bratman [4], but which now has a solid 

computational body of work encompassing 

theory, programming languages and platforms, 

and applications. In these systems agents 

typically have a collection of plans, where each 

plan is a prescription of steps to achieve a 

particular task or goal, and is triggered by an 

event which may arise from the environment, 

from another agent or from within the same 

agent's plans. Typically an agent has multiple 

plans to handle a particular event, each of 

which are applicable in different situations. An 

agent has a set of beliefs that represent the 

agent's knowledge about the state of the world 

and its own internal state. 

2. Why are Agents Useful? 

Agents, like any other technology, are not 

magic. Nor do they solve all problems in 

developing software systems. However they are 

an approach to structuring and developing 

software that offers certain benefits, and that is 

very well suited to certain types of applications.  

One important aspect of agent systems is that 

they are distributed and (relatively) decoupled. 
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This is advantageous for design and 

development of large complex systems, as well 

as for the ongoing evolution of such. Jennings 

also argues that agents are “well suited for 

developing complex distributed systems” [5] 

because of the abstraction they provide and the 

decomposition of complex “nearly-

decomposable” systems.  

The popular BDI agent paradigm [6] is also 

very powerful in terms of the flexibility it can 

provide, in a very modular and easily extensible 

manner.  Each goal will in general have some 

number of alternative plans that can be used to 

achieve it. A high level goal will have abstract 

plans, where the plan steps are further sub-

goals, which themselves will have alternative 

plans. Choices are then made dynamically as to 

how to achieve each sub-goal. If we take a 

single goal, and imagine that we have two 

different abstract plans for achieving that goal, 

where each plan consists of four subgoals, and 

then repeat that structure to a depth of three, we 

will have 146 short plans (4 subgoals each).  

However we will have over two million ways to 

achieve the top level goal!!! Because each plan 

is short and specific, it is relatively easy to add 

new plans to provide new ways of achieving 

particular (sub) goals. 

Because of the level of abstraction these 

systems are also faster and simpler to build than 

traditional systems (once the initial overhead of 

a new paradigm is overcome). Benfield et. al. 

[7] have documented a range of benefits of 

using agent technology in large scale 

commercial settings. The four major benefits 

they outlined were:  

1.  Speed to market  

2.  Increased productivity  

3. Agility in responding to 

changing/growing requirements  

4.  Understandability of design  

For many business systems it is critical to 

get the product out the door fast, to establish a 

niche, possibly then extending the system later. 

Benfield claims that a number of projects were 

awarded to their agent-oriented company, 

simply because they were able to deliver the 

system faster. 

Benfield [7] reports a study in a large 

logistics company, where they used function 

point analysis to compare a number of agent 

based projects, with non-agent based java 

projects, in order to determine whether to move 

towards more agent oriented systems. 

Analysing six agent applications with a total of 

7,356 function points and ten person-years of 

development time, the average productivity on 

the agent applications was 2.11 function points 

per day, whereas the average in the company 

for all other java based projects was 0.45 

function points/day. This equates to a 368% 

improvement. The size of the agent projects 

ranged from 304 function points to 3,850 

function points, while the level of gain ranged 

from 273% to 513%. This is obviously quite 

impressive! 

Benfield also notes that the largest agent 

project examined in this study, started as an 

application with about 350+ function points.  

Once the benefits were seen by the customer, 

the requirements quickly increased in size and 

complexity, to the 3,850 function point system. 

The BDI agent model scales easily, and it is 

straightforward to implement an initial “bare 

bones” system, and then gradually increase the 

functionality.  It is also the case that the 

building blocks of agent systems are relatively 

easily understood by clients and users. 

Consequently the conceptual modeling of the 

system that is used for requirements 
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specification, and discussion with clients, is 

quite close to the concrete design which is then 

mapped into code.  

Although agent systems are still not widely 

used in industry, there are a number of very 

successful applications of agent technology. 

Because of the need for autonomy, NASA is 

one of the leading users of agent technology. 

For example Remote Agent [8], in May 1999, 

was in control of NASA's Deep Space 1 for two 

days, over 96,500,000 kilometres from the 

Earth. Other application areas where software 

agents can provide benefits include Intelligent 

Assistants [9], Electronic Commerce [10], 

Manufacturing [11], and Business process 

modeling [12, 13]. In fact, almost any complex 

application can benefit from agent technology, 

although some application characteristics lead 

to greater benefit from agents than others. In 

particular complex applications, in 

unpredictable, changing environments, are 

where agent systems are particularly useful. 

3. Agent Oriented Software Engineering 

Whilst traditional software engineering 

techniques such as Object Oriented modeling 

can be used to develop agent systems, more 

specialised techniques that are tailored for agent 

systems are becoming increasingly popular for 

developing such systems. These techniques 

include methodologies and tools that support 

the complete software development cycle and 

are referred to as Agent Oriented Software 

Engineering (AOSE).  

AOSE techniques define abstract models in 

terms of agent concepts (such as agents, goals, 

plans, tasks, events and communication 

protocols, rather than the O-O concepts of 

classes and methods), though an Agent System 

design will typically also include O-O aspects.  

These concepts are considered by many to be a 

more natural means of modeling complex 

systems. An agent based system is decomposed 

into multiple, interacting, autonomous agents 

that have their own objectives to achieve as 

well as system level objectives that are jointly 

achieved.  Whilst the models available vary 

between various AOSE methodologies, at an 

abstract level they all provide means for this 

system decomposition, objective specification, 

and for specifying the interaction between the 

agents.  

There have been many AOSE 

methodologies proposed over the years (see 

[14, 15]). We briefly mention some of them 

below: 

The GAIA methodology [16, 17] is 

(arguably) the earliest methodology to gain 

recognition.  It focuses on identification of 

roles, and the permissions and responsibilities 

associated with those roles, as well as the 

protocols they engage in.  The MESSAGE [18] 

methodology abstracts away from specific 

agent models and identify generic elements that 

are expressed as meta-models.  The INGENIAS 

methodology [19] extends this work. SADDE 

[20] is a methodology tailored for building 

large scale multi-agents that form societies of 

interacting agents, such as electronic auctions. 

PASSI [21] specifies a process for 

developing agent based systems using UML 

notation. O-MaSE (previously MaSE)[22] also 

adapts object oriented techniques and models to 

the agent paradigm.  

The Tropos methodology [23] adopts a 

requirements driven approach, building on goal 

oriented approaches for domain and 

requirements analysis and adapting their 

analysis methods to the design of agent-based 

systems.  
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The Prometheus methodology [24] provides 

models for each stage of the design process and 

detailed techniques for developing these 

models. The methodology is complete in that it 

covers all aspects of design in detail. We will 

introduce the Prometheus methodology in 

Section 4, illustrating how an agent system may 

be developed. 

For a methodology to be useful a graphical 

tool that follows the methodology is essential.  

To this end, Tropos, O-MaSE, INGENIAS and 

Prometheus are supported by TAOM4E
1
, 

agentTool III
2
, IDK

3
 and PDT

4
, respectively. 

SEAGENT
5
 is also a graphical tool for building 

multi agent systems that follows a Goal-

Oriented approach. 

4. The Prometheus Methodology and Design 

Tool 

The Prometheus methodology has been 

developed within the RMIT agents group, in 

collaboration with Agent Oriented Software, 

over a period of more than ten years. It is based 

on experience with companies building agent 

systems, and the difficulties they experience  

 

 

 

 

 

 

_______ 
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with the paradigm, as well as experiences with 

computer science and software engineering 

students.  An integral part of Prometheus is 

PDT, the Prometheus Design Tool, which 

guides and assists a developer in designing and 

modelling an agent system. PDT also produces 

skeleton code, based on the design model, and 

supports iteration between design and coding 

activities. It also supports automated testing
6
 

based on the design model. 

PDT has three main kinds of modelling 

entities:  

- structural graphical diagrams,  

- process descriptions,  

- detailed descriptor forms. 

One of the features of PDT is the way in 

which it ensures and maintains consistency 

between different views of the underlying 

system model being developed. This is 

extremely important in a large system, where it 

is virtually impossible to manually check and 

maintain such consistency. We describe some 

of the modelling entities, and then follow this 

with a description of the overall design process 

using Prometheus. 

 

 

_______ 
6
 Currently only unit testing is developed. 
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Figure 1. Analysis Overview Diagram. 

 
 

4.1. Structural Graphical Diagrams 

The graphical diagrams of the system 

structure are the core of a system design done 

using PDT and Prometheus. These diagrams 

contain the basic modelling entities of actors, 

agents, goals, plans, events/messages and 

protocols. The two initial key diagrams are 

what we call the “Analysis Overview Diagram” 

and the “Goal Hiererachy”.  

An example Analysis Overview diagram 

from a simplified version of a meteorological 

warning application for airports, which we 

built, is shown in figure 1. The function of this 

diagram is to identify the actors (people or other 

systems) which will interact with the system 

under development and the scenarios around 

which the interaction will happen. We then 

identify the input to each scenario from the 

environment or actors, and the output produced 

by the system from each scenario. Input to the 

system we call “percepts” and output we call 

“actions”, in line with the standard view of 

agents as being situated within an environment, 

receiving percepts and producing actions. 
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Figure 2. Goal Overview Diagram. 

 

In figure 1 we see three actors:  an airport 

sensor, a forecaster and a user.  The two main 

scenarios are to alert the user (regarding 

meteorological warnings), and to obtain 

(meteorological) data. A third scenario is for the 

user to subscribe to warnings of particular types 

and at particular locations. We see in this figure 

also the incoming percepts of data and 

subscription, as well as the outgoing actions to 

show a warning, request data, and subscribe to 

input from the external systems.  

An example goal hierarchy diagram is 

shown in figure 2, where the top level goals of 

Alert User, Obtain Data and Subscribe User are 

all propagated from the scenarios specified in 

the Analysis Overview diagram. These are then 

broken down into subgoals that are either 

smaller pieces of the parent goal (AND) or are 

alternative ways to achieve the parent goal 

(OR).  

The key diagram of the system architecture 

is the System Overview diagram, showing 

agents, their interface to the environment via 

percepts and actions, and their interface to each 

other via protocols.  This diagram will also 

show any data structures shared between 

agents, though we usually try to avoid this. In 

figure 3 we see the system overview diagram 

for our meteorological application. This 

diagram is produced almost entirely 

automatically, from information obtained in 

various steps of the design process. After 

developing the Analysis Overview and Goal 

Hierarchy, goals, percepts and actions are 

grouped into roles, and these are in turn 

grouped to form agents. This then provides the 

information to allow automated placement of 
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agents and their interfaces into the System 

Overview diagram. Protocols are defined as 

part of the process definition and this then 

allows them also to be automatically inserted 

and appropriately connected. 

 

 
 

Figure 3. System Overview Diagram. 

 

In this application we see three agent types: 

a Forecaster Agent which packages and 

manages forecast data, the Airport Agent which 

manages information and warnings regarding a 

particular airport, and a GUI Agent which 

accepts subscriptions from a user and displays 

warnings from airports of interest to that user. 

The agents all communicate with each other 

within the basic Warnings Protocol of the 

system, which is shown in figure 6.  

The information from the System Overview 

Diagram is then propagated into the interface of 

what we call the Agent Overview diagram 

which has messages (extracted from the 

protocols), percepts and actions coming into 

and going out from the agent. The internals of 

the agent are then shown in terms of plans and 

capabilities, where capabilities are essentially 

groupings of plans, messages and data to allow 

for modularity in design and presentation. The 

Capability Overview diagram is similar in form 

to the Agent Overview, and capabilities can be 

nested. Figures 4 and 5 show an Agent 

Overview and Capability Overview respectively. 

4.2. Process Descriptions 

There are two types of process descriptions 

supported by PDT. These are Scenarios and 

Protocols. The Prometheus methodology also 

uses Process diagrams for describing the 

process undertaken by an individual agent, with 

respect to a particular task.  If the task is a multi 

agent task, then the internal process will reflect 

also the incoming and outgoing messages 

associated with the relevant protocol.  

The scenario description outlines a typical 

way that the scenario might play out, with a 

focus on percepts, actions and goals as steps in 

the scenario. A sub-scenario can also be a step. 

It's purpose is to sketch out how things are exp 

ected to play out within the system, and to 

initiate thinking about data, goals, roles, etc. It 

then also provides a basis for developing 

protocols.  

Protocols utilise the widely used AUML 

diagrams, that are defined in PDT using a 

simple textual format but displayed 

diagrammatically as AUML diagrams, as in 

figure 6. This shows the main protocol for the 

meteorology alerting system, which consists of 

collecting data, and generating warnings. We 

have extended AUML to show input and output 

in relation to the protocol (which may involve 

specific actors). We have found that this 

increases the understandability and usefulness 

of the protocol specifications. 
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Figure 4. Agent Overview Diagram. 

 

4.3. Detailed Descriptor Forms  

The final type of modelling entity in 

Prometheus and PDT is the Detailed Descriptor 

Form. These exist for all the types of entity in 

the system. Much of the information is 

collected automatically from the structural 

diagrams, or process specifications, but the 

descriptor allows all relevant information about 

an entity to be viewed in the one place. The 

descriptor form also prompts the designer to 

consider and document particular design 

information such as the cardinality of a 

particular type of agent, initialisation or demise 

processes for an agent type, whether an event is 

always expected to have an applicable plan 

available, and so on.   
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Figure 5. Capability Overview Diagram. 

 

Some of this information is structured (and 

therefore machine readable, and usable for such 

things as code generation, testing or debugging) 

whilst other is just free text and is simply a way 

of guiding and prompting the developer to 

consider and to document particular decisions. 

4.4. Phases of the Prometheus Methodology  

The Prometheus methodology includes the 

usual phases of system specification, high level 

or architectural design, detailed design, 

implementation, debugging, testing and 

maintenance. These are used iteratively, with 

more specification and design early on, and 

more implementation, testing, debugging at 

later stages. PDT does not currently support 

integrated debugging or maintenance, although 

we have research work in both these areas.  

In the system specification phase the 

Analysis Overview and Goal Hierarchy as 

described earlier are developed.  Goals, with 

percepts and actions are grouped into roles, and 

necessary data is initially conceptualised. 

Scenario details are also developed during this 

phase, usually in parallel with development of 

the goal hierarchy. 
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Figure 6. Example Protocol in AUML. 

 

During the architectural design the agent 

types within the system are identified, based on 

groupings of the roles identified. 

Communication between the agents is then 

specified in terms of protocols, and the 

individual message types needed at this level 

are defined.  

At detailed design the internals of each of 

the agent types is developed. Initially this is in 

terms of capabilities, or modules encapsulating 

related behaviour. Finally the individual plans 

are specified, and connected together by 

subgoal events (or internal messages) to 

provide the mechanisms by which the agents 

can achieve the goals they are designed to 

accomplish within the overall system.  

Code generation is based on the models of 

the architectural and detailed design. PDT 

supports iteration between design, with 

automated generation of skeleton code, and 

manual augmenting of code with details such as 

plan body computations. Automated unit testing 

is based on the models of the detailed design 

phase and requires that skeleton code is 

generated using PDT. 

5. Trends in AOSE 

In the past ten years a substantial number of 

methodologies for designing and building agent 

systems have been developed (e.g. [14, 15]) and 

published. A number of these, such as O-MASE 

[22], Tropos [23], PASSI [21], as well as 

Prometheus, have quite well developed toolkits. 

While each of the methodologies has their own 

strengths and own characteristics, there is 

actually quite a substantial common core in 

some of the most well used and well developed 
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methodologies. This can be seen in the paper by 

DeLoach et. al. which compares the toolkits for 

Tropos, O-MaSE and Prometheus and their use 

in designing a conference management system 

[25].
7
 

As is shown in that paper, although 

notations and models differ, there is substantial 

similarity in the concepts used, and even in the 

particular models developed.  There has also 

been some work done to agree on notation and 

a paper describing a notation agreed between 

the developers of PASSI, O-MaSE and 

Prometheus is described in [27]. At least PDT 

and AgentTool (the O-MaSE toolkit) are in the 

process of an upgrade incorporating the new 

notation.  

In general, following a proliferation of 

methodologies, there is now emerging some 

substantial consensus on the design entities, and 

the basic processes associated with designing 

an agent based system. As the basic design 

processes of specification, architectural analysis 

and detailed design are becoming more 

established, and in many ways converging, 

more attention is being paid to further aspects 

such as testing, debugging, maintenance, 

addition of concepts such as organisations and 

teams, and integration with Object-Oriented and 

other standard design environments.  

There is also currently a renewed interest in 

standards for agents.  In 1996 FIPA 

(Foundation for Intelligent Physical Agents) 

was formed as a body for working on agent 

standards to allow collaboration between 

different groups in an open agent environment. 

Substantial work was done in the late 1990's to 

produce a standard Agent Communication 

language (ACL) framework, as well as 

specifications for agent platforms that would 

_______ 
7
 Similar material though with fewer explicit 

comparisons can be found in [26] 

allow heterogeneous agents on different 

platforms to communicate and collaborate. 

Following the rise of web services (which are 

seen by some as a simplified form of agents in 

an internet environment), there has been a need 

to revise agent standards to incorporate and 

complement web service standards. During the 

early to mid 2000's there was relatively little 

work on agent standards as the community 

either used the existing standards or explored 

the relationships between agents and web 

services.  In 2005 the FIPA standards body 

voted to become one of the IEEE standards 

committees, and this body has been gradually 

growing.  This year the Object management 

Group (OMG) has put out a Request For 

Proposals (RFP) for Agent and Event standards, 

and is working on these together with FIPA. 

This activity may well see new standards 

emerging in the near future, which may have 

some impact on the Agent Software 

Engineering tools becoming available. 

At least as important as official standards 

are defacto standards that emerge from within 

the community. Eclipse as an IDE is one such 

defacto standard, and its emergence is reflected 

in the fact that many of the Agent development 

tools are now either already integrated into 

Eclipse, or are in the process of being fully 

integrated with Eclipse.  

 

6. Conclusion  

 In this paper we have presented the notion 

of Agent Systems, and some motivation to use 

this technology for its power, modularity and 

efficiency in building complex systems.  We 

have argued that developing agent systems 

requires a specialised design methodology in 

order to make effective use of the paradigm. 

We have described Prometheus and the 

associated Prometheus Design Tool, PDT, 
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which is the approach developed within our 

group over a period of more than ten years, in 

collaboration with industry specialists, and with 

much feedback from both students and industry 

users.  

We note that following a period of 

evolution of a number of agent oriented design 

methodologies, there now appears to be a 

period of some emergent convergence and 

collaboration. At the same time there is a 

renewed standardisation effort which can be 

expected to lead to results within the next year 

or two. As there is convergence on core areas, 

there is also increasing research into design 

aspects such as teams and organisations, and 

additional aspects of the software lifecycle such 

as testing, maintenance and debugging.  

Agent Oriented Software Engineering is a 

well established sub-field with a specialised 

journal
8
, a longstanding workshop series 

published by LNCS, and special tracks at both 

Software Engineering and Agents conferences. 

It can (perhaps) be expected that over time it 

will become more and more a standard part of 

software engineering for complex dynamic 

systems. 
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Công nghệ phần mềm hướng tác tử: Vì sao và làm thế nào? 
 

Lin Padgham, John Thangarajah 

Đại học Công nghệ Hoàng gia Melbourne, Australia,  

GPO Box 2476W, Melbourne, VIC 3001, Australia 

 

Bài báo này giới thiệu các khái niệm về tác tử và các hệ tác tử, và sau đó đưa ra những thuyết minh 

nhằm thúc đẩy việc sử dụng công nghệ này để xây dựng những hệ thống phần mềm phức tạp. Bài báo 

mô tả một cách tiếp cận cụ thể đối với Công nghệ phần mềm hướng tác tử - phương pháp Prometheus, 

và công cụ thiết kế Prometheus đi kèm. Bài báo cũng thảo luận về một số hướng nghiên cứu hiện tại 
trong Công nghệ phần mềm hướng tác tử. 

 


