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ON A CLASS OF EQUATIONS INDUCED BY A
NILPOTENT OPERATOR AND ITS APPLICATIONS
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n—1
Abstract./n this paper we deal with a class of equations of the form Z ASkx
k=10
where Ag, S € Lo(X)(k = 0,n —1),S is a nilpotent operator. We show that under sor
assumptions on operators Ax(k = 0,n — 1), all solutions of these equations can be oblaine
We shall give some applications to study some classes of singular integral and different

equations.
A particular case of these equations with Ag, Ay, -+ , A, being operators of mul
plication by complexr numbers ag, ay, - -+ , a,,_(ag # 0) respectively was solved by Przewor.

Rolewicz in [{].
Let X be a linear space over the field of complex numbers. We denote by L(X) t]
set of all linear operatiors with the domains and the ranges contained in the space X a1
Lo(X) = {A € L{(X) : domA = X}.

An algebraic operator S € Lo(X) is said to be nilpotent operator of order n(n >
if its characteristic polynomial is of the form P(t) = ", i.e.,

S"=08"Lo1l<k<n) on X ; (

Theorem 1. Let S, Ag, Ay,--+ , A,,_1 € Log(X), and let S be a nilpotent operator of ord
n(n > 2). Suppost that Ay is invertible and

Ao Xx = Xa, (
A.,;Yk CIY;; (?,k i.n- 1). (

where X; = {xr € X : Sk == 0}. Then the equation

rn—1
Z ApS*z =y (
k=0
(where y € X ) has a unique solution
e i = - & '
z=Ag'y+ ) (-1)! ¥ Ag'B;,Ag' B, - A3 B, Ay, (
i=2 1<+ag+ 43, 3 Sn=1
llf,t'.]-? .),,_]i—'%l-_l

where B, — A:S* (k=1,n-1)
Proof. We have
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n—1

1=
Z ApS¥xr = Agr 4 Z Bir
k=1

ko1l

e X (-D" 2 B, A By, -+ A5 By, ATy
fisr g

1<) « 104 L P L T

11442 5 UG T B R |

+BiAg'y+ Y (=) > BiAG' B, Ay By, -+ Ay B, Ag'y

If.“..J-j. 3y 1 Sn=1

4132 A | Tn-i

B ATy 4 ) (-1 b B;A5'B; Ay B, - A5\ B;, , Ag'ly
L 1<y 4304 ok L S B |
1123 Jy~1 Tn-T

F B Ag'y + ) (-1 Y. B, A5 By A B &' B,,  Ax'y

Ishitige  rhi-1En-l
1122 7y .y =1l.m=—1

pty (0! > BiAg' By, - A5 By Ay'y
=

Vg g b J IO . W

R & g iymlime]
n—1 mn
Y Y (-1 > ByA- B A-'B, - ASVB, ATy,
k=Y 1==2 155y +20+ 3 1 Sn=1
J102, giog=la=1

From (1), (2) and (3) we obtain By Ay ' B,, A7 By, - Ag' By, Ap' = 0if k + j +
ey _j‘-_._...; > N.(_A'.j],j;g, iy ._j,'_| 'I,Ti o e 1‘-" = I,H.). Hence

% BuAs B A D, A B ATy
L e
Z B*‘A(TIHJ: ACTJBJ: "'A{TIHJ; |AL71?I (k = m)

et e S b o £ 0 Sk

i b W - B Wiy |’-T.—r:“-_?
Thus
Zm‘w* Sy Y (=) b B;,A7'By, - A7 1B, Agly+
k=10 §23 1< #ia+  +4_g%n-1

11432 Moy =lon-d

Lyl b B, Ay'By, -+ A B\ Ag'y = v

1€ 499+ +i,_ jsn-1
11-32 ycy=lm=1
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Hence r defined by (5) is a solution of equation (4).
Suppose that zy, r2 € X are solutim: of (4). Then we have

n—1

Zx—ik‘;kz ) .

where z — r, — 3.

Acting on both sides of equation (6) with the operators SNl Snag .. 848 .
using (1) and (3) we obtain the system of equations

gu-2. 4.5 4L 8724 . S2 = 0
Sdoz + SA Sz 44 S 8P S o822,
Aoz b A8z L A2 9 - AL ST % 4 Sl

By (2) and the first equation of system (7) we have z € X,,_,. This result and
imnply that S A4S 0 =1 n—1
Thus, the system (7) is equivalent to the system

5" %Apz =0
8" 2A0z2 + 8" A1 82 =0

SAgz L SA Szt L 8A, ;8 Y2384 RS e =0
.4(;.2 t .—‘1]1.5'2 + 4"1.2.q23 il A,‘_;;.‘v'”"”z { .4,‘_.25'"#22 -0

After n — 1 steps. we obtain Apz = 0. hence r, = ry. Thus equation (4) ha

unigue solution. Theorem is proved. OO
Similarly, we can prove the following result.

Theorem 2. If the assumptions of theorem 1 are satisfied. then equation

n—1

Z SEAx = 9,

(where y € X ) has a unigue solution

e
£ =Agiyt ) (-1) > AT A O AT, AT
j== 2

V< e g+ et e

Iy a3 b i 1,7 1

where (' SEAL (K i.an—1).
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“heorem 3. Let S, Ag, Ay, -+, Au_i € L(X), Xp = {z € X : 8%z = 0}(k = 0,1,2, ...)
nd X = Cj Xk. Suppose that Aq is invertible, Ao X = Xy and A, X C Xy,
k=1

n— 1.k 1,2,... Then the equation

r—1

Z AxS*x =y, (8)

k=0

where y € X ) has a unique solution in X. More precisely: if y € X,,,, then there is a
nigue r & Xy satisfving equation (8) and such that:

i
r= Aglu4 Y (1) ¥ AT BLAGIB, ASIB. A,
=2

e o 1 S o TP

DYty gy Tlined

there N - max(n,m) and By — ApS* (k= 1,n—1)

roof. Let y € X,, and suppose that m > n. Putting A,, = 4,41 =+ = Apoy = 0, we

1= | i1
an write Z AS"x - E ApS*r. This and Theorem 1 imply that
k=0 k=0
i
g e i “1 9
r=Agly+ ¥ (=1) Y As B A By AT B ATy
!2 1= gy +a0+ FlgpSm -1
v o B o SR 1-:GTTT

here By = AgS*. k=T m—1.
By By =0 (k =nm=1), we have

i

£ Aty a Y (=t Y Ay B A5'By, - A7'B;, A7'y € X,
it} L 434094 ot TN L R

8 F o Sy g A AR

[n the second case we have m < n and X, € X,. Indeed, if r € X,,, then
“ao SUTP(S™ ) - (0, which implies r € X,,. We assume that y € X,,. By theorem 1,
ith X  X,,, we obtain

£ A5y + 3 (-1 3 Ay By Ay' B, - A 'B;  Aflye X,
1=

ISy a4 43 yen-1

1.1, Jrp=1inaE]

Sappose that @y, 29 € X (g # ry) are solution of (R), suppose that r, € Xy 3 €
e We have

=1

> ASk(ry —123) = 0.
k=1



34 Nguyen Tan Hec

If my.ms < n then ry — r9 € X,,. Consider the equation (9) in X, by simil:
arguments as in the proof of Theorem 1, we obtain z; — xy = 0 which contracdicts to o
assumption.

If max(my,mq) = Ny > n then r, — 3 € Xy,. Consider the equation (9) in Xy
We can write (9) as follows

N3

D AuSH(z —22) = 0,
k=0

where A4,, — A, 41 = -+ = An,_1 = 0. By similar arguments as in the proof of Theorem
we obtain ry; — xg = 0 which contracdicts to our assumption.
Thus equation (8) has a unique solution. Theorem is proved. [

Applications

Let " be a simple regular closed arc and let X be the space H*(I')(0 < pu < 1
Denote by D1 the domain bounded by I' and by D7 its complement including the poi
at infinity.

Let

(s - = [ A

et ¢
i

(Vo)D) — [ Nt Pl
/
@O - [ 3 a0
o]

where a;(t), b;(t), ¢(t) € X(Jj = T.n); {aj-(f.'}}j:ﬁ is a linear independent system.
1 :
Write £ = :lj(f +38),Q ==(1 - S, X' = PX, X" = QX.

Corollary 1. Suppose that N(t,7) admits an analytic prolongation in every variable or
D' and is continuous for t,7 € I'. Then the equation

cop(t) + 1 (Np)(t) = f(1),
where cg,c; € C,eg £ 0, f(1) € X has a unique solution
o(t) = c5  F(t) — g er (N F)(2).

Proof. By our assumption for N(¢,7) from the Cauchy integral Theorem, we get N?
on X (see [1]). We have

col X1 = X, clX; Cc X; where X;{g(t) € X : (Ng)(t) = 0}.
Applying theorem 1 we obtain the required result. [J

Corollary 2. Suppose that N(t.7) admits an analytic prolongation in every variable o1
D' and is cotinuous for t,7 € I'. Then the equation

cop(t) + 1 (Se)(t) + ca( NSp)(t) = f(t), {
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here .oy, 00 € Coeg £ 0y £ 0, f(1) € X has a unique solution

(1) ';ﬁ"‘l:‘“‘f;‘;[f'nf“} — ey (ST)() + e2(N )]

“n

roof. By onr assumption for N(f,7) from the Cauchy integral Theorem, we get N?
SN N.NS - =N (see |2]). Rewrite to equation (10) as follows

[(col + ey S)e|(t) — 2 Np)(t) — f(t).
ix casy to see that gl + @5 is invertible (ol 4+ ¢ 5) X, Xy, —el X, C X;, where
{g(t) € X : (Ng)(t) - 0}.
Applying Theorem 1, we obtain

(1) = |(eod + e1S)7  fI(t) + eal(col + 1 8) "' N{col + 1S)™! fI(2)

l *
3 lcaf(t) — e (SF)(t) + ca(N f)(2)].

AT 1

‘orollary 3. Suppose that N(t,7) admits an analytic prolongation in every variable onto

cop(t) + e1(Se)(t) + (TNg)(t) - f(1), (11)

here eg, 00 € Cloeg ey £ 0, [(1) € X has a nnique solution

L leof (1) = A (SO = ez l(eol — A SYTN(eod = e1S)f(8):
i (g — 7)

] ;
- SN
t‘“ L4

o)
roof. Rewrite the equation (11) as follows

[(cod — 1 S)el(t) + (TN@)(t) ~ f(1).
By our assumption we have N? = 0.0l + ;8 is invertible, (ol + 1 5)X,
1. TX, CTX C Xy, where X; = {g(t) € X : (Ng)(t) = 0.
Applying Theorem 1 we obtain the required result.
Let X = (7, be the space of all real valued defined on a closed interval [a,b] and
aving continuous derivatives of an arbitrary order in (a,b). Let

d
E.}.‘(”,
b

q
(Apx)(t) = /Zf-’u;..,('r}(DJ;r)(T)dT (k=1n=1n>2q21)
e

(Dr)(t)

¥}

Ag col, _
here ¢y € R, co # 0y ax;(t),x(t) € X,k =1,n—1,; =1, q. Denote

A =dattye X s( D2t =0}, v=12,+

= ¥}

X U X,

v=1
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Corollary 4. The equation
n—1

Z(Akf)"'sr](r) (i), (12
k=1

where y(t) € X has a unigue solution in X. More preciselv if y(t) € X,,.. then there is
unigue x(t) € Xy satyslving equation (8) and such that

N
- r-lTl'u“I) ! Z{_l}“—] z PIT“('H_M}?_J':“"H.hn 1-"‘](”"
p=2

LSay oty dag_ g SN

1139, iyl 1
where N - max(n.m). By - Ay D¥(E =T 75— T).
Proof. By our assumption we have Ag. A;,--- A,y € Lo(X), Ao is invertible an
Ao X, = Ko = 1,8,

[t is easy to check that

Ap Ay C Xy, KE=1 =it ==1 2,5
Applyving Theorem 3 we obtain the required result. [J
Acknowledgment. The author would like to express his deep fratitude to professor N
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VE MOT LOP PHUONG TRINH SINH BO1
TOAN TU LUY LINH VA AP DUNG

Nguyen Tan Hoa
Tricirng Cao dang Suw pham Glia Lai

n—1
Bai bao nayv de cap dén mot lop phiromg trinh dang E ALSt . trong d
ko0

Ap. S £ Lot XA O.n = 1).85 la toan ur by linh. Chang ta chi ra rang vidi mot vai g
thiet cua Ag(h - 0.1 — n) tat ca cie nghiem oia phrong trinh nay thu daweoce daedi dan
dong. San do ta dua ra mot vai ap dung doi vai cac pharomg trinh vi phan va tich phai



