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Abstract. In this paper, we propose a new approach to evaluate the behavior of ob jec tiv e  

interestingness measures on association rules. The objective interestingness measures are ranked 
according to the most significant interestingness interval calculated from an inversely cumulative 
disừibution. The sensitivity values are determined by this interval in observing the rules hav in g  the 
highest interestingness values. The results will help the user (a data analyst) to have an insight 
view on the behaviors of objective interestingness measures and as a final puipose, to scỉect the 
hidden knowledge in a rule set or a set of rule sets represented in the form of the Vnost interesting 
rules.
Keywords: Knowledge Discovery from Databases (KDD), association rules, sensitivity value, 
objective interestingness measures, interestingness interval.

1. Introduction

Postprocessing o f association rules is an 
important task in the Knowledge Discovery 
from Databases (KDD) process [1]. The 
enormous number o f m les discovered in the 
mining task requires not only an efficient 
postprocessing task but also an adapted results 
with the user’s preferences [2-7]. One o f the 
most interesting and difficult approach to 
reduce the number o f rules is to construct 
interestingness measures [8,7]. Based on the 
data distribution, the objective interestingness 
measures can evaluate a rule via its statistical 
factors. Depending on the user’s point o f view, 
each objective interestingness measures reflects

his/her own interests on the data. Knowing that 
an interestingness measure has its own ranking 
on the d isco v ered  Riles, the m ost im portan t 
rules will have the highest ranks. As we known, 
it is difficult to have a common ranking on a set 
o f association rules for all the objective 
interestingness measures.

In this paper we proposed a new approach 
for ranking objective interestingness measures 
using observations on the intervals o f the 
distribution o f interestingness values and the 
number o f  association rules having the highest 
interestingness values. We focused on the most 
significance interval in the inversely cumulative 
distribution calculated from each objective 
interestingness measures. The sensitivity 
evaluation is experimented on a rule set and on
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a set of rule sets to rank the objective 
interestingness measures. The objective 
interestingness measures with the highest ranks 
will be chosen to find the most interesting rules 
from a rule set. The results will help the user to 
evaluate the quality o f association rules and to 
select the most interesting rules as the useful 
knowledge. The results obtained are drawn 
from the ARQAT tool [9].

This paper is organized as follows. Section
2 introduces the post-processing stage in a 
KDD process with interestingness measures. 
Section 3 gives some evaluations based on the 
cardinalities o f the rules as well as rule’s 
interestingness distributions. Section 4 presents 
a new approach with sensitivity values 
calculated from the most interesting bins (a bin 
is considered as an interestingness interval) of 
an interestingness distribution in comparison 
with the number o f best rules. Section 5 
analyzes some results obtained from sensitivity 
evaluations. Finally, section 6 gives a 
summarization o f the paper.

2. Postprocessintg of association rules

How to evaluate the quality o f patterns 
(e.g., association rules, classification rules,...) 
issued from the mining task in the KDD process 
is often considered as a difficult and an 
important problem [6,7,10,1,3]. This work is 
lead to the validation o f  the discovered patterns 
to find the interesting patterns or hidden 
knowledge among the large amount o f 
discovered patterns. So that, a postprocessing 
task is necessary to help the user to select a 
reduced number o f interesting patterns [1].

2.7. Associaiio?i rules

Association rule [2,4], taking an important 
role in KDD, is one o f  the discovered patterns 
issued from the m ining task to represent the 
discovered knowledge. An association rule is

modeled as Xị A  A'2 A . . .  A  -> yj A  A . . . A  K,.
Both o f the two parts o f an association rule (i.e., 
the antecedent and the consequence) are 
composed with many items (i.e., a set o f items 
or itemset). An association rule can be 
described shortly as X  where X  r \ Y  = 0  .

2.2. Post-processing with interestingness 
measures

The notion o f interestingness is introduced 
to evaluate the patterns discovered from the 
mining task [5,7,8,11-15]. The patterns are 
transformed in value by interestingness 
measures. The interestingncss value o f a pattern 
can be determined explicitly or implicitly in a 
knowledge discovery system. The patterns may 
have different ranks because their ranks depend 
sfrongly on the choice o f interestingness 
measures. The interestingness measures are 
classified into two categories [7]: subjective 
measures and objective measures. Subjective 
measures explicitly depend on the user's goals 
and his/her knowledge or beliefs [7,16,17 . 
They are combined with specific supervised 
algorithms in order to compare the extracted 
rules with the user's expectations [7 . 
Consequently, subjective measures allow the 
capture o f rule novelty and unexpectedness in 
relation to the user's knowledge or beliefs. 
Objective measures are numerical indexes that 
only rely on the data distribution [10,18-21,8 . 
Interestingness refers to the degree to which a 
discovered pattern is o f  interest to the user and 
is driven by factors such as novelty, utility, 
relevance and statistical significance [6,8]. 
Particularly, most o f  the intercstingness 
measures proposed in the literature can be used 
for association rules [5,12,17-25]. To restrict 
the research area in this paper, we will working 
on objective interestingness measures only. So 
w e can use the  w ords o b jec tive  in te restin g n ess  
measures, objective measures and 
in te restingness m easu res  in te rchangeab ly  (see 
Appendix for a complete list o f 40 objective 
interestingness measures).
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3. Interestingness distribution

3.Ỉ.  Interestingness calculation

Fig. 1. Cardinalities of an association rule A' y .

Fig. 1 shows the 4 cardinalities o f an 
association rule X  illusừated in a Venn
diagram. Each rule set with its list o f 4 
cardinalities n,n^,riy,n^~\s then calculated by

an objective measure respectively. The value 
obtained is called an interestingness value and 
stored in an interestingness set. The 
interestingness set is then sorted to have a rank  
set. The elements in the rank set is ranked due 
to its corresponding interestingness values. The 
higher the interestingness value the higher the 
rank obtained

For example, if  the measure Laplace  (see
"x +  1 -  n.-yAppendix) has the formula with

n^ + 2

= 120 and = 45, so we can compute the 

interestingness value o f this measure by:

Vị{Laplace) =
n^ + 2  

120 + 1-45 
120 + 2 

76
122

= 0.623

The other two necessary sets are also 
created. The first set is an order set. Each 
element of the order set is an order m apping/: 1 
-> 1 for each element in the coưesponding 
interestingness set. The value set contains the 
list o f interestingness values coưespond to the

position o f  the elements in the rank set (i.e. 
m apping /: 1 1).

For exam ple, with 40 objective measures, 
one can obtain 40 interestingness sets, 40 order 
sets, 40 rank sets and 40 value sets respectively 
(see Fig. 2). Each data set type is saved in a 
corresponding folder. For instance, all the 
interestingness sets are stocked in an folder 
with the nam e E^TERESTDsiGNESS. The other 
three folder nam es are ORDER, RANK and 
VALUE.

INTCRESTtNCMESS MeASURBS c«rdin«tfity &«t
Support

C orA d»oc«
J-rvwM ur*

EtI - -

J a n a n l
O d d lA iU p to r

IntemctktQneM set

I

Valuv w l  PrM entobon set

Fig. 2. The interestingness calculation module.

3.2. D istribu tion  o f  interestingness values

The distribution o f each measure can be 
very useful to the users. From this information 
the user can have a quick evaluation on the rule 
set. Some significant statistical characteristics 
about minimum value, maximum value, average 
value, standard deviation value, skewness 
value, kurtosis value are computed (see table 
1). The shape information o f the last two 
arguments are also determined. In addition, the 
histogram s like frequency and inversely 
cum ulative are also drawn (Fig. 3, Fig. 4 and 
table 2). The images are drawn with the support 
o f  the JFreeChart package [26]. We have added 
to this package the visualization of the inversely 
cum ulative histogram. Table II illustrates an



H iq j K uan H uynh ct a l /  V N U  journal o f Science, Natural Sciences and Technology 24 (2008) 122-132 125

example o f  interestingness distribution from a 
rule set with 10 bins.

Table 2. Frequency and inversely cumulative bins

im
ỈVOOQ

20 000

♦0 000

0 \
■  of <ui»»

Fig. 3. Frequency histogram o f the Lift measure 
from  a rule set.

Lift
IK 000 ;
too 000 ! 

76 000 i 

iO 000 ị

0 1 2 3 4 0 0 7 »

■  y^'mbtr

Fig. 4. Inversely cumulative histogram  o f  the Lift 
measure from a rule set.

Assume that TZ is the set o f  p  association

rules, called a rule set. Each association rule Tị 

(i = l..p) has an interestingness value Vj 
computed from a measure m.

Table 1. Some statistical indicators on a measure

S ta tis tic a l
s ig n ifican ce

S y m b o l F o rm u la

Min min min(V;)

Max max m ax(v.)

M ean mean V.

V ariance var

p - \

Standard
deviation

Sid Vvar

Skew ness skewness
Y , l _ Ậ v , - m e a n )

{ p - \ ) ^ s t d

Kurtosis kuriosis
Y , l _ Ậ v , - m e o n )  ^ 

( p - l ) x  v a r '

B ins

H is to g ram 1 2 3 4 5

Frequency 7 1 12 9 20

Relative
frequency

0.031 0.004 0.053 0.040 0.880

C um ulative 7 8 20 29 49

Inversely
cum ulative

225 218 2 Ỉ7 205 196

B ins

H is to g ra m 6 7 8 9 10

Frequency 30 70 9 2 65

Relative
frequency

0.133 0.311 0.040 0.008 0.288

C um ulative 79 149 158 160 225

Inversely
cum ulative

176 146 76 67 65

3.3. Inversely cumulative histogram o f  
interestingness values

Interestingness histogram. An
interestingness histogram is a histogram [27] in 
which the size o f  a category (i.e., a bin) is the 
number o f rules having the same interval of 
interestingness values.

Suppose that the number o f rules that fall 
into an interestingness interval i is hi, the total 
number o f bins are k, and the total number of 
rules is p . So the following constraint must be 
satisfied:

i = i

Interestingness cumulative histogram. An 
interestingness cumulative histogram is a 
cumulative histogram [27] in which the size of 
a bin is the cumulative number o f rules from the 
smaller bins up to the specified bin. The 
cumulative number o f rules C/ in a bin i is 
determined as:
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For our purpose, we take the inversely 
cumulative distribution representation in order 
to show the number o f rules that have been 
ranked higher than an eventually specified 
minimum threshold. Intuitively, the user can 
see exactly the number o f  rules that he will 
have to deal with in the case in which he/she 
will choose a particular value for the minimum 
threshold. The inversely cumulative number o f 
rules iCi can be computed as;

J‘ k

The number o f bins k  are directly dependent 
o f the rule set size p. It is generated by the 
following Sturges formula [27]:

 ̂ _  m ax(v,.)-m in(v.)

Sturges's formula

with:

i) Sturges Formula = 1 + 3.3 log(p),

ii) max(v,) and min(v.) are the maximum 
interestingness value and minimum 
interestingness value respectively,

(iii) an interestingness value is represented 
by the symbol V,-.

4. Sensitivity values

4.1. Rule set characteristics

Before evaluating the sensitivity o f the 
interestingness measures observed from 
interestingness disfribution, we propose some 
arguments on rule set to give the user a quick 
observation on the characteristics o f a rule set.

Each characteristic type is determined by a 
string representing its equation respectively. 
The purpose is to show the distributions 
underlying rule cardinalities, in order to detect

"borderline cases". For instance, table 3 gives
16 necessary characteristic types in our study in 
which the first line gives the number o f 
"logical" rules (i.e. rules without negative 
examples). The percentage o f each 
characteristic type in the rule set is also 
computed.

Table 3. Characteristic types 
(remind that n „ = r\ỵ -  n^-)

N® T y p e

1 ( v .  = 0)

2 -  n^)/\{n y  ^  n^y)/\{n ^ ity)

3 (/I, = ; i „ ) A ( n ^

4 (ĩĩỵ = riĵ . )/\{ny = tìỵy ) / \{n ^  n^)

5 {rix = n ) A( r t ,  ^ n )

6 {riy = /ĩ) a (^ i^  ^  n)

7 (n^  = n ) A { n y  = n)

8 K  <«f )

9 K < ^ )

10 K < ^ )

11 K < ^ )

12 K . < Ị )

13

14 K  = "r)

15

16 ( V . = ^ )

Initially, the counter o f each characteristic 
type is set to zero. Each rule in the rule set is 
then examined by its cardinalities to match the 
characteristic types. The complexity o f the 
algorithm is linear 0(p).

4.2. Sensitivity

The sensitivity o f  an interestingness 
measure is refeưed at the number o f best rules
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(i.e., rules that have the highest interestingness 
values) that an interested user should have to 
analyze, and if  these rules are still well 
distributed (have different assigned ranks), or 
all have ranks equal to the m axim um  assigned 
value for the specified data set. Table 4 shows a 
structure to be evaluated by the user. The 
sensitivity idea is inspired from [28].

Table 4. Sensitivity structure

rank measure inversely 
cumulative 
bins

histogram Best 
rules

1 2 3

4 J . Average

Due to the fact that the number o f  bins is 
not the same when we have many rule sets to 
evaluate the sensitivity, so the num ber o f  rules 
that returned in the last interval also has not the 
same significance. Assume that the total 
number o f measures to rank is fixed, the 
average ranks is used. The latter one is 
calculated according to the rank o f  each 
measure obtained from each rule set. A weight 
can be assigned to each rule set to favorite the 
level o f  importance, given by the user.

W e use the average ranks to rank the 
measure over a set o f  rule sets based on the 
sensitivity values computed. The complement 
rule sets are benefited from this evaluation.

Table 5. Average structure to evaluate sensitivity on 
a set of rule set

rule set 1

rank m easure

rule
set
2

avg.
rank

, first last . best
rank ‘ ‘ im age ,

bin bin rule

An average structure (see table 5) is 
constructed to have a quick evaluation on a set 
o f rule sets. Each row represents a measure. The 
first two columns are represent the cuưent rank 
o f the measure. For each rule set, the rank, first 
bin, last bin, image and best rule assigned for 
each measure are represented. A remark is that 
the first and last bins are taken from the 
inversely cumulative distribution. The last 
column is the average rank o f each measure 
calculated from all the rule sets studied.

5. Experiments

5.1. Rule sets

A  set o f four data sets [19] are collected, in 
which two data sets have opposite 
characteristics (i.e. coưelated versus weakly 
correlated) and the others are two real-life data 
sets. Table 6 gives a quick description on these 
four data sets studied.

The categorical MUSHROOM data set (P i)

from Irvine machine-learning database 
repository has 23 nominal attributes 
coưesponding to the species o f gilled 
mushrooms (i.e., edible or poisonous).

The synthetic T5I2D10k data set (X>2) is

obtained by simulating the transactions o f 
customers in retailing businesses. The data set 
was generated using the IBM synthetic data 
generator [2]. T>2 has the typical characteristic

o f  the AGRAW AL data set T5I2D10k (T5: 
average size o f the transactions is 5,12: average 
size o f the maximal potentially large itemsets is
2, DlOk: number o f items is 100).

The LBD data set (D 3) IS a set o f lift

breakdowns from the breakdown service o f a 
lift manufacturer.
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The EVAL data set {V 4) is a data set of

profiles o f worker's performances which was 
used by the company PerformanSe to calibrate 
a decision support system in human resource 
management.

Table 6. Information on the data sets

D ata SCI
N um ber o f 
items

Transactions
Tolal A verage legnth

128

81

92

30

8416

9650

2883

2299

23

5

8.5

10

From the data sets discussed above, the 
coưesponding rule sets (i.e., the set of 
association rules) are generated with the rule 
mining techniques [2].

Table 7. The rule sets generated

Data set Rule set N um ber o f  rules

V , 123228

102808

V , 43930

V , 7^4 28938

5.2. Evaluation on a rule set

The sensitivity evaluation is based on the 
number o f rules that falls in each interval is 
compared to rank the measures . For a measure 
on a rule set, the most significance intep/al will 
be the last bin (i.e., interval) o f  the inversely 
cumulative distribution. To have an 
approximation view on the sensitivity value, the 
number o f rules has the maximum value is also 
retained. Fig. 5 (a) (b) shows the first seven 
measures that obtain the highest ranks. A 
remark is that the number o f rules in the first 
interval is not always the same for all the 
measures because o f the affectation o f the 
number o f NaN (not a number) values.
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Fig. 5. Sensitivity rank on the 7̂ 1 rule set.

An exam ple o f ranking two measures is 
given in Fig. 6 on the 7̂ 1 rule set. The measure 

Implication index is ranked at the 13"' place 
from a set o f  40 measures while the measure 
Rule Interest is ranked at the 14‘'' place. The 
meaning for this ranking is that the measure 
Implication index is more sensitive than the 
measure Rule Interest on TZi rule set even if  the

number o f  the most interesting rules returned 
with the maximum value is greater for the 
measure Rule Interest (3>2), The differences 
counted from each couple intervals, beginning 
from the last interval are quite important 
because the user will feel easier when looking 
at 11 rules in the last interval o f the measure 
Implication index instead of lookinu at 64 rules 
from the same interval of the measure Rule 
Interest.
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Fig. 6. Comparison of sensitivity values on a couple 

of measures of the 7v| ruleset.

5.3. Evaluation on a set o f  rule sets

In Fig. 7 (a) (b), we can sec the measure 
Implication Index goes strongly from place 
in the TZ] rule set to place over all the set o f 

the four rule sets while the measure Rule 
Interest goes lightly from place 14̂ '’ to place 13Ui
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Fig. 7. Sensitivity rank on all the set of rule sets (exứacted).

6. Conclusion

Based on the sensitivity approach, we have 
ranked the 40 objective interestingness 
measures in order to find the most interesting 
rules in a rule set. By comparing the number of 
rules fallen in the most significant

interestingness interval (i.e., the last bin in the 
inversely cumulative histogram) with the 
number o f best rules (i.e., the number o f rules 
having highest interestingness values), the 
sensitivity values have been determined. We 
have also proposed the sensitivity structure and 
the average structure to hold the sensitivity
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values on a single rule set as well as on a set o f graph and the interaction graph by using the
rule sets. The results obtained from the ARQAT 
tool [9] will provide some important aspects on 
the behaviors o f  the objective interestingness 
measures, as a supplem entary view.

Together with the coưelation graph 
approach [19], we will develop the dependant

Choquet integral or the Sugeno integral [29,30]. 
These future results will provide a deeply 
insight view on the behaviors o f interestingness 
measures on the knowledge represented in the 
form o f association rules.

APPENDIX

ĨN T E R E S T IN G N E SS M E A SU R E S f { n , n

1 C ausa l C onfidence

2 Causal Confirm
4«^.

n

3 C ausa l C onfirm ed-C onfidence

4 C ausa l Support
n ,+ n ị-

n

5 C ollec tive  Strength
-

6 Confidence

7 Conviction

8 Cosine

9 Dependency n rijf

10 D escrip tive  C onfirm n

11 D escrip tive  C onfirm ed-C onfidence /G an asc ia 1 - 2 ^
f’x

12 EH ( a = l )

13 E li (a = 2 )

14 E xam ple  &  C ontra-E xam ple n , -n xr

15 F -m easure
2 K

16 Gini-index K - " ã ) '+ " ỉf  , " ỉ r + K - ''. r f ) ' "ỉ "ỉ
nn  ̂ HHị n‘ n’

17 II

18 Implication index n

i f
19 IPEE

20 Jaccard

21 J-m easu re " '- " v f
n n • n.tiị

22 Kappa
2{n,n^-nn^.-)
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23 K ỉosgen

24  Laplace

25  Least C ontrad ic tion

26 Lerm an

27 Lift / Interest factor

28 L oevinger /  C erta in ty  factor

29 Mutual Information

30 Odd Multiplier

31 Odds Ratio

32 Pavilion / Added Value

33 Phi-Coefficient

34 Putative C ausal D cpcndency

35 Rule Interest

36 Sebag & Schoenauer

37 Support

38 TIC
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