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[. INTRODUCTION

The class of regular languages on finite words has been studied in the theory of
formal languages. In [3.4], the lower and supper limits for the complexity of finite au-
tomaton recognizing regular expressions and generated schemata is shown. The approach
to language on finite words is infinite in [2]. In this paper, we shall deal with the regular
hyper- language, regular language on infinite words.

We introduce the definition of hyper-words, their limits, operation on language and
hyper - language, hyper - iterations of a language, regular hyper-language, hyper- sources,
hvper-automaton recognizing languages by limits of hyper-words of states. We obtain
some basic results on recognization, closeness with some operations.

II. ELEMENTARY CONCEPTS

1. Hyper-word: Let ) = {a,,ay...a, } be an alphabet. An infinite sequence a = gy B v
of characters in 3 is called an infinite word or a hyper-word on »". The set of all hyper-
words on 37 is denoted by 3°°° (we recall that 3% is the set of all finite words on b
Lhe hyper-word a = a,,a,,... 1s called cvclic with 7 period, beginning at the 7
place (7,7 - are positive integers) if for any integer i,i > 7, + 1, we have Gy = By
We write a.3. for the compound product of the finite word a with the hvper-word
i

2. Limit of hyper-word: Let a = a;,a,,... be a hyper- word on S .. lhe set of all
a € 3 for which there is an infinite sequence of indexes J15J2,J3, --- such that a;, = a with
k=1,2,3,... is called the limit of hyper-word a and is denoted by lim (a).

Comment: If } is finite then all hyper-words a € 3° have the limit, that means lim

(a) #0.

3. Hyper-language: A subset of )™ is called a hyper- language on the alphabet 3.
We consider the following operations on the family of hyper-languages:

+ The compound product of a language M; with a hyper-language M, on the
alphabet } is a hyper-language on 3~ (denoted by M,.M,) which is defined by
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M. M, = {a.B|a € My, B€ M).

+The union of two hyper-language M;, M> on Y is a hyper- language M; U M, on

>
MyUM;={a€) *|ac Mora€ M}

+ The intersection of two hyper-language M, M on ) is a hyper-language M, N
Afg) on Z

MyNM;={a€) *|a€M andat M}

+ The subtraction of two hyper-language M), M, on Y is a hyper- language on 3
(denoted by M; \ M>)

M\ My ={a € M | a € Mjanda ¢ M}.

+ The complement of a hyper-language M on ¥ is a hyper-language on ) , denoted
byC(M)

CM)={a€) = |ag¢gM}

+ The hyper-iteration of a language M on ) is M, that is a hyper-language on
3", defined by

S = {1715172... = Z e l r, € M,12> 1}

Note that the symbol M is accordant with the symbol of hyper-language ) B
We have 0> = () and for any hyper- language M, 0.M = 0.

The regular hyper language: We define the set of regular hyper-langnages on 37 as

following:

Definition. The set of all regular hyper-language on ) counsists of
a) The elements R where R is a regular language on ).
b) All compound products Ry.Ry where Ry is a regular language and Ry is a regular
hyper-language on »_.
¢) All unions Ry U Ry where Ry, Ry are regular hyper-language on ).

4. Hyper-source: A hyper- source on 3 is a finite directed graph G on }_ with the set
of vertices S, the beginning v and the set of the ends {v;, vy, ... v, } such that for each
bow, it is assigned to a character a € 3 (called main bow) or an empty word (denoted
by €, called empty bow).

A hyper-line in a hyper-source G is an infinite sequence 7 : wy, p1, wa, p2, ... where
w;, i =1,2,... is a vertex of G, and p, is a bow of G from w; to w; .

The hyper-line 7 generates a hyper-word [7] = a;,a;,... where, a;, € Y assigned to
bow p; ,j = 1,2,... The vertex w is called the beginning of m if there is an infinite set of
indexes 7 such that w = w;. The set of all limit points of 7 is denoted by lim (7).
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Each hyper-source G generates a hyper-language (denoted by ||G||) which contains
all hyper-words o € 3~ such that each hyper-line having the beginning v (which is the
beginning of G) satisfies [r] = a and there is at least one end of G belonging to lim (7).

Comment: (|G| # 0 if and only if there is in G a right close line which contains at least
one end and one main bow.

A hyper-source G is deterministic if it has no empty bow, and on two bows having
the different beginning from one vertex must be assigned to two different characters .

5. Hyper-automaton: A quintuple V = (3,Q,q1,¢,F) is called a hyper-automaton,
where:

> is a finite set of symbols, called input alphabet;

Q # 0, a finite set of states, Q = 1G5 G

q1 € @, an initia] state;

F C @, the set of terminal states:

¢ :Q x> " — Q is a transitional function of V :

w(qi,a) = gq;,

v(q,a10z..a,) = o(...0((q,a1),a3)...a,)

The extension of ¢ is : Q x 5% — Q> which assigns each hyper-word a = a,a;... to
the hyper-word of states q,,a,,

?(q1,a) = B(q1,a1a2...) = elqr, a1)e(qr,a1az)... = g, qi, ...
A hyper-word a € 5" is recognized by the hyper- automaton V if lim 3(q;, @) N
F # 0.
The set of hyper-words recognized by the hyper-automaton V, denoted by R, con-
sidts ol all languages recogmized by the hyper-automaton V : R — {a € > | lim

Plq, a) N F # 8},

III. MAIN RESULTS

Theorem 1. Any hyper-language R recognized by the hyper- automaton V is a regular
hyper-language.

To prove this theorem, we consider the following lemmas:

Lemma 1. Let R,;;i = 0, 1, -] = 1,2,...,n be regular languages; Xy, X9, ..., X, be
the set of words satisfying

4‘(1 = X]R“ U... UXn_Rnl UR()l,

Ny 2 X'lR]n Wl X R U Ron
Then, Xy, X, ..., X are regular languages. (see[2], p.92).
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Lemma 2. Let V. = (3, {q1,-...an},,q1, F) be a finite antomaton. Let Ry be the
set of finite words leading V from the state g, to the state q; such that it does not
pass any state q; with | > k (note that i,j may be greater than k.) In other words,
Rfj = {w € Y " |¢(g:,w) = q; and for all prefixes v of w,v # w,v # €,¢(q;,v) = q with
i £ k.

Then R}, is a regular language (see [1], p.29).

Proof of the Theorem I

Let V = (}2,Q,q1,¢, F) with @ = {q1,..., gn} be an automaton recognized by
the hyper-language R = {a € .7 | im®(q1,a) N F 3 0}. We shall construct a regular
hyper-language M such that M = R.

Let M, = {we Y " |w#ee(q,w)=¢)i=12..,n

From the lemma 2, R}, = {w € 3" | ¢(g:,w) = g;};i,5 = 1,...,n is regular and
satisfies the following conditions:

M, = MR}, U..UMR! UR},

The lemma 1 says that M, ..., M, is regular.

The set M = \/ M;(R};)™ is a hyper- language.
qjEF
We must prove M = R.

1) MC R:Let a € M,a = ayasas..., we show that a € R.

For a € M, there are r € {1, 2,...,n} such that ¢, € F'; a natural number s that ag =
aj...ay € M, and the hyper- word as41as492... € (R™.)°°. Therefore, there exists an infinite
sequence of increasing indexes 7; = s + 1,12,13, ... such that a; = Oy B 1 2ol g 1 € FCT
with j = 1,2,..., ie. , (g, ,a;) = qr and g, € F. That means q, € im®(q;, a).i.e., lim
?(q1, @) N F # 0, which implies a € R.

2) RC M. Let a € ‘R, = ajajas..., we must prove a € M.

Because lim$(q;,a) N F # 0, there exists r € {1,2,...,n},q. € F such that
¢(q1,ay...a;) = gq,, for a set of increasing indexes j. Therefore, there exist s such that
o(q1,ay...a5) = qr, i.e; aj..as € M, and a sequence of increasing indexes i; = s +
1,i9,13,... that ¢(q,, ;) = ¢, with a; = B gy 1 oy 15 VB O € 20 J = 1,2, .. That
means as410s42... € (R7.)%. Hence, a € M,.(R" )™, ie., a € M.

Theorem 2. For each regular hyper-language M on ), there always exists a deterministic
automation V' recognized by M.

To prove this theorem, we need two following lemmas:

Lemma 3. For each regular hyper-language M on )", there always exists a hyper-source
G such that M = ||G|| (see [2], p.102).
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Lemma 4. Ior each regular hyper-source G on Y. there always exists a deterministic
hyper-automaton recognized by ||G||.

Prove of lemma J

Let (¢ be a hvper-source on 2. = {ay, as, ..fty, b with the set of vertices S
{vi 100 vy} whose mmdl vertex 1s 1 and whose set of ends § P = {041, s sy Wip b
Then |G| = {a € Y™ | 3 hvper-line 7 = ViPViapey303... o that [7] = a and lim(7) N
Fe: # 0}
Let G be a deterministic hyper-source. We construct a deterministic hyper-automaton
V =(3,Q,¢ v, F,), where @ is the set of all vertices of G (i.e., Q@ = 5). The function ¢

is (lvhnml as ‘(r/ e)=pif rhmo 1s a bow assigning to a in G from ¢ to p. The set of ends
F, = F¢. Denote by R = {a € S lim B(vy,a) N F, ;é 0}, the set of words recognized
|G|} =

Let a € ||G||. Then exists a h.\'p(‘r—lino T = V1p1Vj2pali3p3... with

by the hyvper-automaton V. We have to prove

IG

[7] = a,a = aj,aj,... € 3°°°, where ajk 1s the character assigning to the bow py and lim

(m) N Fe # 0. From lim(7) N Fe; # 0, there is an infinite sequence of increasing indexes j

such that the vertices vj; = v and v € F,, ie., lim3(v,,a) N F, # 0. Therefore G|l € R.
2) RC|G] : Let a € 3> a =aj,a,,... € 3°%, such that lim 3(v,,a) N F,0.

We denote B(vy.a) = v v,,... € Q. Since IimP(vy,a) N F, # 0, there is a

sequence of infinite increasing indexes 7;,i5,... such that Vip, = Vi, = ... = v € F,
and p(vy.ay...a;, 1) = vk = 1,2,... From the way of constructing the automaton,
according to the hyvper word a = aj ... € R we have a hyper-line in the hyper-
source G : w = Vip1Vj2avisps... so that [r] = a and e(Vi, a;,, = v, 11, where, from

the about result, there is an infinite sequence of increasing indexes iy, i,,... such that
= Vi, = v € Fg, Le, limm N Fg # 0. Therefore, R C ||G||.

Let G be a non-deterministic hyper-source. We construct the deterministic hyvper-

M
soutce GFfrom G and prove the equivalence of their recognizance of hyper-languages.
Sumiming up the above result we have the proof of lemma [

Let 7 be the hyper-source to be received when (G is determined . The set of vertexes
of G in the set of all subsets of S, containing @ and S, too. The initial of ¢ is {v1}, the
set of ends Feo of G' containing subsets of S which containing at least one of ends of .

The vertexes and the bows of G are defined as follows: From the initial {v1} of G,
for each a € ). the succeeding of {v,} is the set of vertexes (' = {s|s € G : there is a bow
from ¢} to s which assigns the character a}. In that case, on G’ we assign the character a
to the bow from {v,} to C.

Suppose that we have determined a vertex €' of . For each a € Y, the succeeding

D of €' is the set of vertexes of G such that D = \/ 6(v, a), where (v, a) is the set of
veC
vertexes of G connecting to v by a bow assigning to the character a.

In the case of finite languages, it is known that G and G’ are recognized the same
regular language. We shall prove that so are the hyper-source G and G’.

If the hyper-line 7 = wy, py, wy, pa... in G having [r] € |G| then there is an infinite
set of indexes i such that w, = w € Fg;, that means from 7 we can take an infinite set
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of complete finite lines m; = wy, py, w2, pa, ..., w, (i.e., the beginning part of 7 ending at
an end w,) such that the word generating is contained in the finite language recognized
by G. Because G and G’ are recognized by the same finite languages. for each m, of G,
there exists a respective 7/ € G’ such that they generate the same word. Let 7 tend to
the infinite, we obtain the hyper-line 7 and =, respectively in G and G’ such that they
. Therefore, |G| C ||G"||. The same

argument can be applied to the reciprocal one. That means |G| = G|l

generate the same word belonging to ||G| and [|G’]

The theorem 2 is followed from the lemmas 3 and 4.

Theorem 3. A hyper-language is closed with the operation of intersection and comple-

ment.

Proof: Let M,, M, be regular hyper-languages. Theorem 2 shows that there exist
two hvper-automaton V = (3.,Q.9,F,q1) and V' = (3°,Q".¢', F'iq}) recognized by
My. My, ie., My ={a e | limP(q,a)NF # 0} and My = {a € S im @' (q] . a)N
F' # 0}.

1) M, N M, is hyper-language. We consider a hyper-automaton

e (Z,Q x Q' " FxF' (q,q)) with ¢"(q1.q}),a) = (p(q1,a), ¢ (q).a)).

Let R={ae S | lim® ((q1,q4}),a) N (F x F') # 0}. We prove M; N M; = R.

Let a € M; N My, we have a € M; and a € M,. Therefore, lim®(q;,a) N F #
0 and lim@(¢}.a) N F' # 0. It follows lim®(q,a). limP' (¢, a)) N (F x F') # 0 or
im®” ((q1,q)),@)N(F x F') #0, i.e,,a € R.

Inversely, let a € R, i.e., lim @"((qléq’l)ﬁ‘n) N(F x F') # 0, then

Mm P(qy, o) Wm P (g o)) (F x F') £ 0

1.e.,
lim®B(q,,a) N F # 0,
and
lim@ (¢, a)NF' #0 or a € M,
and

a € My, ie.,a € My N>M,.

Therefore. My N Mo = R, i.e. M, N M, is hyper-regular.

2. C(M;) = Y.7\M,; is hyper regular. Consider the hyper- automaton V' =
(5°,Q. 0. Q\F,q1), we shows that C'(M;) is recognized by the hyper-automaton V. We
note that if > is finite then each hyper-word a € 5% has the limit i.e., lim(a) # 0.
Therefore if a € S.°\M, ie., a € . and a ¢ M, then lim@(q.a) N Q # @ and
limP(q, ) N F = 0, that implies lim$(q;,a) N Q\F # 0, i.e., a is recognized by V.
Similarly, the inverse part is proved.
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Corollary. A\ My is hyper regular.

This result is received from two above parts and M\M, = M; N (Y27 \My).
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MOT SO KET QUA VE LOP SIEU NGON NGU CHINH QUY

bang Huy Ruan
Khoa Toan - Dai hoc KH Trunhién - DPHQG HANOi
Phung Van 611
Trudong Dai hoc Hang hai Viet Nam

Lop ngon ngir chinh qui vai tir hirn han da diroe nghien eitu kha kv leang trong 1v
thuy @t ngon ngo hink thidc, Trong pham vi Gha bad nay, cdidog 101 nghien cou 1op ngon
ngwr chinh qui vai tir vo han, goi la sieu ngon ngir chinh qui.

Tren co s cae dinh nghia ve tir vo han, dinh nghia ve gi¢i han cia ching va cdc
phep todn tren sieu ngon ngir, ching toi da thu dirge mot s6 két qua ban dan ve van de
doan nhan cua cde sieu ngon ngir chinh quyv thong qua cac sien otomat véi cdc tir vao vo
han va cac sieu tir trang thai tirong itng, cac sieu nguon vai cac sieu dirong cia né va
mot 5o tinh chdt cua siecu ngon ngir chinh quy nhir tinh déng véi cac phép 1y phan ba,

phép nhan sieu ngon ngr.



