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LINEAR EQUATIONS WITH POLYINVOLUTIONS

Tran Thi Tao
Faculty of Mathematics

Hanoi University of Science- VNU

Abstract. Let X be a linear space over C'. Denote by Lo(X) the set of all hmear
operators A € L(X — X) with dom A = X and by X subalgebra of Lo(X).

Let Sy,...,S,, be mvolutions of orders ny. ..., N, respectively, satisfying S,.5, =
Sq.8; Jor ang %0 = 1,2, ..., m. Consider the equation
AlSiz= > Ay 2.5 -8Fz=gy, (0)
hElnk
k=1

where A, € X(i;,- =1,n,k=1,m) andz,y € X.

In this paper we present a method to reduce the equation (0) to the system of
equations without any mvolution. Then we are able to qrve all solutions of Equation
(0) in a closed form.

1. Some fundamental properties of polyinvolution operators

a. An operator S € Lo(X) is said to be an involution of order n if S” = [ and S* #
I VE=1,n—-1.

Suppose that S is an involution of order n then

are called projections associated with S.
The projections Py, ..., P, satisfy the following properties:

1. PP, = 6;; P;, where é;; is the Kronecker symbol.

Q.iP, =1

1=1
3. SR = F’P,’.
Hence, it implies that
n n
S:ZF'P,- SA':ZFA’P,,
i=1 =1
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b. Let Sy,..., S, be commutative involution operators of orders ny,...,n,,, respectively
and Py, (jk = 1,nx) be projections associated with Si(k = 1,m). We denote

F = {(7) = (ila-..,"zm)i i S ’I:k S T, k= l,m},
B = B e B,

P(J) = Pljxv"" Prn],,,a 1 S 7k S Nk, k= l,m
A= {(Jh 7]171)|P(]) 56 0},

. 2mi

p— L3} Tin - o i £l

e =1 . elm | where ex =exp_— (k
Lk

|

o
I
3

F(l)(J) Rcaree F’iljl ‘”(i’glj"l L

Proposition. We have the following relations

a) Z P(J) —1 i

(1)€EA
0 if (2) # (),
b) PPy = { o L ((D)=0)e k=4 Vk=1m)
’ Py if (i) = (5);
o)X =P Xy where X(;) = P, X.

(F)eA
Ly
Proof: a) From Z Pij, =1 Vk =1,m and the commutativity of Py, we get
Je=1
m Ny
I=TI 2. Peic= 3. P Pmju= Y Py,
k=1 jx=1 szl-;k (J)EA
k=1,m

b) It naturally holds by the commutativity and the associativity of projections Py, .

c) It is implied from a) and b) O
2. The equation (1) can be rewritten in the from

AS)x= ) ApSYz=y, (1)
(el

where Ay = A;, ...

We consider the equation (1) under the assumptions: ¥V P;y, Pk, Ay where (), (k)
€A, (i) € T,3 Ay k) € X satisfying

P;yAwPuy = Ay Pay (orPpyAcy = Y Ay Piey)
(k)eA (2)

Po)Awygyw Py =0 V(1) # (k)

Acting on both sides of equation (1) by P(;), we obtain the system
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P(j) Z A(,j)S(l).’IT — P(j)y V(]) eA
(1er

(1)ET (k)EA

> Z Z Ayiyne PP Puyr = Py V() € A
()el (k)EA

i Z Y Anewe ey = Puy Vi) €A, (3)
1)el (k)EA

where
T(k) = P(A.).’I,‘ € ‘X(;c).
Lemma 1. If the condition (2) is satisfied, then the equation (1) has a solution = € X if
and only if system (3) has a solution (T(x))k)ea € H X(ky. Moreover, if r is a solution
(k)eA
of (1) then (Pk)x) (ke is a solution of (3) and conversely, if (T(k))k)ea € H Xy is a
(k)eA
solution of (3) then r = Z T(k) Is a solution of (1).
(k)eA

Proof: Tt is obvious that if the equation (1) has a solution x then from (3), (Pu)7)u)ea
is a solution of (3).

Conversely, suppose that the system (3) has a solution (z(x))(k)ea € H X(ky. We

(k)eA
prove that r = Z T (k) is a solution of the equation (1).
(k)EA
Indeed, since 4y € Xy V(K) € A and Xy = PyX, X = @ Xk we have
(k)eA

Pyt = x(x). Furthermore, (x(x))x)ea is a solution of (3), which implies that

VA EA Y Y Anowe Ve = Py

()Er (k)EA

= Z Z Ay BB Pz = Pyy = Z Z Ay S Puya = Py

(1)er (k)eEA ()el (k)EA
=Y Y AnnwPrSPr =P,y = Z P A8z = Py

()€l (k)eA (1)er
=>ZPJ)ZA(,5“T~ZPUW :ZA Sz = y.

(7)EA (1)er (7)€EA (i)er

Thus,
= 3
(k)eA

is a solution of (1). Lemma 1 is proved 0O
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Lemma 2. Suppose that the condition (2) is satisfied. If the system (3) has solutions
and (1)) kjea € XAl js one its solution in the space XA then (Pk)T(k)) (k)ea Is also a
solution of (3) in the space H X (k)

(k)eA

Proof: Let ((k))(kyea € X' be a solution of system (3), i. e., ¥(j) € A

> Z Api( Yz = Py
()er (
= 5 Z A Gy (k)€ Z Puyxky = Py

(1)l (k)e (hHeA

=) Z Y WD AG G wmPyTe

(1)€T (k)EA (DeA
)# (k)

+ ) Z D Ayiym Pay ey = Poyy
()€ (

= > Z > MO A4 G w Py

(1)l (K)EA mefx
(L)#(k)

=Poy—- D Y. P40 000 Prze.

(1)el (k)eA

From Condition (2), it follows that the left side of the last equality belongs to ker P
and its right side belongs to X(;). Note that Ker P;, = @ Xuy = kerPjyNnXg; =
(1)# (1)

Ny = Z Z 1)(,1)(A',)P(k)-"(1.r) =0

el (K)eA
= }_j 5_: R Ay Payray = Poy,
(el (k)ea
e, (P)T)) ke 1s a solution of system (3) O

{0} we get

Combining two results just obtained yields the following

Theorem. Suppose that Condition (2) is satisfied. The equation (1) has solutions if and
only if the system (3) has solution. Moreover, if x is a solution of (1) then (Piy: ')(A)E A DS
a solution of (3) and conversely. if (1)) k)en is a solution of (3) then x = Z P

(k)EA
a solution of (1).

Remark.If A, ((7) € I') are commutative with the operators Sy (k = 1,m) then the
svstem (3) becomes the independent system

ZA(, D¢y = Py V() € A

3. Examples.

Example 1. Consider the Volterra - Carleman integral equation of the form
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n m

oz, y,1) 2: / K;i(z,y,t, v oo (), Bi(y), TldT = gl=, y, 1), (4)
- 0
where i

1) g(r.y. t), K;;(x,y.t,7) are continuous functions Vi = I,n, j = 1,m.
2) a(r),

ak+1)(T) = [(n Nzl ge ¥ 1<k<n osir)=z,
d(A-H)(U) { ] ek( ) 7/: Y if 1 < k < m, Bm(y) =Y
3) Ki;(z,y, f, T) are invariant under the transformations a(r), 3(y).
We define the operators VW, A,, € L,(x) as follows:

(Vo) y,t) = pla(r), y, 1],

(We)(x,y,1) = o[z, B(y), 1],

t
A () = / R
JO

3(y) are Carleman transformations of order n and m respectively on R, i.e.,

Then the equation (4) can be rewritten in the form

=33 A =

i=1 j=1
We note that V. W are commutative involution operators of order n and m respec-

tively and the operators A;; also commute with V. W (i =1,n,j = 1,m).

Denote by P, (v = 1,n) and Q,.(p = 1,m) the projections associated with the V, W
respectively.

From the above obtained results, in order to study of Equation (4), we can study
the system of the independent equations

t
B T, L) = / Myulz, 4,1, T)Pupl@; 4, T)ET = gup{z, 4, t) Yo = 1,0, 4= 1,m,
0

where n m
' My (2,1 T)——-ZZF‘I”GE”R,,(T,y t,7)
1=1 7=1
) 2mi
€1 = erp—, €3 = erp—,
n

Example 2: Consider the Fredholm - Carleman integral equation of form

(&, 1) ZZ/ K (@, ¢, r)plas(x), B;{1)]dr = gz, 1), (

i=1 j=1

(1]
~—

where
1) g(z,y,t) and K,;(x,t,7) are continuous functions = € R;t,7 € [-1,1].
2) a(z) is Carleman transformation of order n.
3) B(t) = ~t, Balt) = B(A(H)) =
We define the operators V, W, 4;; as follows:
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(Ve)(z,t) = ple(x),t],
(We)(x,t) = p(z, —t),

1
Aypim, t) = / Kutet,riplacldry, W=lmi=12
J-1

Then the equation (5) can be rewritten in the form:

n 2
(I == ZZAUViVVj)Qp =g-

i=1 j=1

We get
Vr=IW2=IVW=WV.

Denote by P,(v = 1,7n) the projections associated with V and

@=1U—WlQr-U+W)

2

2m
£ = exp —.
n

We prove that the condition (2) is satisfied. Indeed, putting

n

1 L
F }: Z (r—s)lé_(y—u)kVku/lAljvn—-kH/r?—l’
e e

then
{ PuQsAlePuQr == Azjus;u‘PpQr‘v

PUQSAIjUS[,LTPGQr]:O if ;L#H or T)?,?(:T
VAij(i=1,n;5=1,2) and VP, P,(v,p=T1,n) Qs, Q-(s,7 =1,2).

The reot is to show that A, ., arc the integral operators. We have

(Auuanr): %ZZ%““““[&MMMMHaMWh

k=1 l=1
Putting
0= Poi(1) = 7 = Bi(0),dr = (~1)do,

the right side of the last equality can also be written as

95 Z Z Lrrigh=as /_1 Kijlar(x), Bi(t), Bi(o)]e(z, 0)do.

k=11-1

Putting

n 2
1 Z (r—
Ki)uspr T,faT == % s)l = ukKlj[ak Bl( ,Bl )]
k=] i=1
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We get
1
(A:,-;usw-SO)(-Ta b} / ]\"lj,,sur(ﬂ", t,7)p(t, 7)dT
=

Thus, instead of studying the equation (5) we can %tud\ the following one

“pusTf ZZZZ/ 27)22( 1(’“5”17 (n—v)k+ip o

i=1 j=1 p=1r=1 k=1 [=1 (6)
x Kijlak(z), Bi(t), Bi(T))pur(x, 7)dT
= POa(et) Yo=Tns=1,2
Equation (5) has solutions if and only if the system (6) has solutions. Moceover, if

(Pus)y—TT.s=1,2 are solutions of (6), then

Y = ZZP Qs‘fousv

v=1 s=1

is a solution of (5).
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PHUONG TRINH TUYEN TINH VOT CAC TOAN TU DA PHOI HOP

Tran Thi Tao
Khoa Toan - Co - Tin hoc
Dai hoc Khoa hoc Tunhién - DHQG HaNoi

X la mot khong gian tuyén tinh trén truomg C. Lo(X) la tap tat ca cac toan tir
tuyén tinh A tréen X véi dom A = X. X 1a dai s6 con cia Lo(X). Gid s Sy,..., S, la
cac toan tir doi hop cap ny,...,n, twong irng déi mot giao hoan véi nhau.

Xét phuwong trinh

AlSle=")  Ap.cinSP . Sitz=y, (+)
ftrn
k=?1{1rl)
trong do
Ai, i GX(zk—lnk,kzl,m) va 1,y € X.

Noi dung cuia bai bao nay la dua phuong trinh (*) vé hé phwong trinh khong con
toan tir d8i hop ma tinh gidi duoc cia né kha thi hon nhiéu, dong thoi cho méi lién he
gitra cdu tric nghiém cia phuong trinh (*) véi cdu tric nghiém cua hé doé.



