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1. INTRODUCTION.

In this paper we consider a problem of state estimation of a stochastic dynamical sy:
represented by an evolution equation from the non-equilibrium mechanics. The observatior
this system is driven by an annealing process that is simulated from a phenomenon consid
in Condensed Matter Physics to find the ground state where the energy of the system attain
minimum value.

But what is the best state estimation of a stochastic dynamical system? The systel
expressed by a stochastic process X. We like to know about X but we can not observe it dire
We can only observe it by another process f. This process carries all informations about J}
could get. But these informations are perturbed by some noise Y. The problem state estima
is that of finding a way to estimate true values of X on the basis of data given by the observa
#. And from a mathematical point of view, the best estimation can be taken as the conditi
expectation E(X/6).

And the annealing is known as a thermal process for obtaining low energy states of a sol
a heat bath. This process contains two steps :

- Increase the temperature of the heat bath to a maximum value at which the solid melt

- Decrease carefully the temperature of the heat bath until the particles arrange thems:
in the ground state X of the solid where the energy U(X) is minimum.

One simulates this process to study problems from global optimization. Among various
proaches to Simulated Annealing that of diffusion lead us to a stochastic differential equatic
which the distribution of the solution reaches a Gibbs distribution at state where U is minin
when the temperature r decreases to zero.

A Lévy process Y is a stochastic process of stationary independent increments. Brow
motions and Poisson processes are typical Lévy processes. Problems of state estimation ;
Brownian or Poissonian noises are well investigated.

The noise Y considered in our state estimation problem is at the same time a diffusior
nealing and a Lévy process. This problem arises from Simulated Annealing Theory applie
Filtering.

2. DYNAMICS

Let 01 be the space of all functions w from the interval [0,7] (0 < T < oo) into a lo
compact Hausdorff space S : ;

1={w:[0,T]— S}
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- denote w(t] = Xy(w).
t W be the space of all real-valued functions defined on [0, 1]

W ={w:[0,T] = R'}.
e denote the value of w at t € [0, T] by
w(t) = 6, (w).

by 7 the o-field generated by (X,;0 < s < ¢} and by W, the o-field generated by (6,;0 <

ippose that P is a probability measure defined on the measurable space (2 x W, Fr x Wr).
ochastic dynamical system considered here is the following process :

{ﬂ x W, ?T X wT, .P, (th E;]} [2-1)

ler an element Y; of W such that (W, W,Q;V,) is a Lévy process, where W = V,,u W; and
probability on (W, W). According the Lévy decomposition we have :

£ j: b(s)ds + -/: jl‘uig uJ,(ds, du) +[; ]|u|>l J(ds,du) (2.2)

M, is a continuous martingale such that
d < My, M, > = a(t)dt,
u) a Poisson random measure with density A
E|J(dt,du)| = A(t, du)dt
(dt, du) the compensator of J(dt,du) :

Je(dt,du) = J(d¢,du) — A(t, du)dt.

3. DIFFUSION ANNEALING PROCESS

) assume that we are given a Gibbs distribution g on R with a density with respect to the
1e measure dz, given by

o(4) = g xp{= 2V (1)} 6
Z, = f_ B exp{;év(y)}ds (3.2)

J(y) is a real-valued function on R so that Z, < oo; T is a positive constant and considered
emperature in an annealing process.

: seek a diffusion process Y; on R having g as its unique invariant measure. This process
specified via a stochastic differential diffusion equation of the form

dY (t) = b(Y(t))dt + o (Y (¢))dB(t).
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where b(y) and o(y) are the drift and the diffusion coefficients, respectively, and B(t) is the st
Brownian motion on R.

According to Langevin and Smoluchowski, the corresponding diffusion equation is

dY (t) = U'(Y (t))dt + V2rdB(t).

And one can prove that under some assumptions opposed on U, this equation has a s
Y (t) whose density p(t,y) weakly tends to g(y) when t — oo. The solution Y (t) of (3.
course a diffusion process expressing the state of the annealing material in the temperatun
at the time ¢. It is called a diffusion annealing process. On the other hand, one observe tha
temperature 7 tends to 0 the Gibbs distribution (3.1) concentrates on the global minima |
expressing the minimum energy of the system.

4. STATE ESTIMATE OF A SYSTEM WITH LEVY ANNEALING NOISES

In the Simulated Annealing one are interested in problems of state estimation of a dy:
system perturbed by some noises related to an annealing process, We consider a dynamical
(X¢,0¢) defined as in Section 2, where X, is the system process and 0, is the observation

by
a. 6= [ h(s,X,)ds + Y,

b. h(t,z) is a positive and non-anticipating function such that

t
Ef h*(s,X,)ds < 0o  for each ¢,
0

A Y: is a Lévy process.

Lemma 4.1. The observation process f, itself 15 also a Lévy process.

Proof. Because Y; is a Lévy process we have the following decomposition :

t t t
Yi =M, +f b(s)ds + / [ uJ,(ds, du) + f / uJ(ds, du)
\ 0 0 J|ul<1 0 Jju|z21

Then 6, has also a Lévy decomposition

¢ t ¢
0y = My + / b(s)ds + f f Jo(ds, du) + '[ [ uJ (ds, du)
0 0 Jlul<1 o Jul>1

where b = b + h. Thus 6, is a Lévy process.

Lemma 4.2. The first term M; in the Lévy decomposition of the observation process
martingale. Furthermore it 1s a Brownian motion.

Proof. In virtue of the Lévy-Khintchine formula, the Fourier transform of M; is :

&3
Y (u) = —z—uz —tau
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U, is a Brownian motion which is a martingale.

ition 4.1. The noise Y; is called a Lévy annealing noise if it satisfies the following diffusion
ing equation :
dY, = =U'(Yy)dt + &AM, (4.5)

U € CZ(R), £ is some parameter tending to 0 when t — oo and M, is the first composant
Lévy decomposition of §; which is a Brownian motion as shown in Lemma 2.

[—rem 4.1. If UeC? and Z, = ffﬂm e ﬁ”{y}dy < o0 (4.6)

he Lévy annealing nowse Y, s hightly different from a Gibbs distribution when t — oo.
Since Y is the solution of an annealing equation
dY, = -U'(Y:)dt + V2rdM,

U satisfies conditions for convergence of the annealing process Y;, the temperature 7 = %CE
ses to 0 when ¢t — oo and M, is in fact a Brownian motion, then the distribution of Y, is
uch different from that of the Gibbs distribution defined by

_ 1 -du
gf(y)_' Zte '

ition 4.2. Let f(z) be a bounded measurable function on §; f : § — R. we say m(f) the

;ate estimation of the system X via f the following conditional expectation

m(f) = Ep(f(X:)|W) (4.7)

W, is the o-field W, = o(f,;s < t) which records all information about X up to the ¢.

‘e 4.2. Suppose that f : S — R 1s a bounded measurable function on S such that there 1s
ded measurable and non-anticipating function g : [0,T| X W x § — R for which

t

f(Xe) = f(Xo) ffﬂ g(s, 0., X,)ds

artingale with respect to (W,, Py ) then the best estimation 18 given by the following equation

dre(f) = me(g)dt + ne(f — x(h))dM, + f rt(f{;[gg—) —1)J.(dt, du) (4.8)

¢ 13 some non-anticipating function on [0,T| x W x S.

The observation § is in fact a Lévy process (Lemma 4.1), so under assumptions of Theorem
» can apply results by Grigelionis [1] to obtain the equation (4.8) for best estimation m¢(f).
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LOC TU TIENG ON NUNG LUYEN LEVY

Tran Hung Thao
Vién Todn hoc, Trung tam Khoa hoc ty¢ nhién va Cong nghé quéc gia

Trong bai bio nidy, ching t8i dé cip dén bai todn thiét 1dp phwong trinh cho wéc lwor
tri chin thyc cda qui trinh nung luyén ki€u khuéch tén {X(t)} dua trén qué trinh quan sét
{6(¢t)}. Phwong trinh loc dia dwoc thi€t 14p va nghién ciru. Bai bdo 12 sy tb"ng quét cda ké
cd di€n bing cich thay qué trinh quan sit ki€u khuéch t4n bdi qué trinh Lévy.
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