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Abstract: This paper presents a work of mining informal social media data to provide insights into
students’ learning experiences. Analyzing such kind of data is a challenging task because of the
data volume, the complexity and diversity of languages used in these social sites. In this study, we
developed a framework which integrating both qualitative analysis and different data mining
techniques in order to understand students’ learning experiences. This is the first work focusing on
mining Vietnamese forums for students in natural science fields to understand issues and problems
in their education. The results indicated that these students usually encounter problems such as
heavy study load, sleepy problem, negative emotion, English barriers, and carreers’ targets. The
experimental results are quite promising in classifying students’ posts into predefined categories
developed for academic purposes. It is expected to help educational managers get necessary
information in a timely fashion and then make more informed decisions in supporting their
students in studying.

Keywords: Students’ learning experience, mining social media, students’ forums, understand

students’ issues.

1. Introduction

Learning experience refers to how students
feel in the process of getting knowledge or skill
from studying in academic environments. It is
considered to be one of the most relevant
indicator of  education quality in
schools/universities [1]. Quality educational
provision and learning environment can render
most rewarding learning experiences. Student
experience has thus become a central tenet of
the quality assurance in higher education.
Getting to understand this is an effective and
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important way to improve educational quality
in schools/universities. This helps policy
makers and academic managers can make more
informed decisions, make more proper
interventions and services to help students
overcome their barriers in learning, provide a
more valid range of activities to support
enhancements to the student learning
experience and provides guidance and resources
for learning and teaching.

To identify students’ learning experiences,
the widespread used methods is to undertake a
number of surveys, direct interviews or
observations that provide important
opportunities for educators to obtain student
feedback and identify key areas for action.



T.T. Oanh, N.V. Thanh / VNU Journal of Science: Policy and Management Studies, Vol. 33, No. 2 (2017) 124-133 125

Unfortunately, these traditional methods are
usually very time-consuming, thus cannot be
duplicated or repeated with high frequency.
Their scalability is also limited to a small
number of participants. Moreover, they also
raise the question of accuracy and validity of
data collected because they do not accurately
reflect on what students were thinking or doing
something at the time the problems/issues
happened. This is due to the time of taking
survey is far from that experience, which may
have become obscured over time. Another
drawback is that the selection of the standards
of educational practice and student behavior
implied in the questions is also criticized in the
surveys [2]. Therefore, in strategic approaches,
institutions should also gather data from
external data sources to develop intelligence on
students’ learning experiences.

Nowadays, social media provide great
venues for students to share their thoughts
about everything in their daily life. On these
sites, they could discuss and share everything
they may encounter in an informal and casual
way. These public data sets provide vast
amount of implicit knowledge for educators to
understand students’ experiences besides the
above traditional methods. However, these data
also raise methodological difficulties in making
sense for educational purposes because of the
data volumes, the diversity of slang languages
used on the Internet, the different time and
locations of students’ posting as well as the
complexity of students’ experiences. To the
best of our knowledge, so far in Vietnam, there
is no study that directly mines and analyzes
these student-generated contents on social webs
towards the goals of understanding students’
learning experiences.

In this paper, we present a research of using
new technologies which allow for data mining
and data scraping to extract and comprehend
students’ learning experiences through their
digital footprints on social webs. To deal with
the task, we illustrate a workflow of making
sense of these social media data for educational
purposes. More specifically, we chose to

focus on identifying issues or problems
students encounter in their learning
experiences. In summary, the main
contributions of this paper are:

e Performing a qualitative method to
analyze informal social data from students’
digital footprints. Then, building a dataset for
the purpose of understanding students’ learning
experiences.

e Developing a framework using data
mining techniques to automatically detect
students’ issues and problems in their study at
universities.

o Conducting experiments to prove the
effectiveness of the proposed methods.

The rest of this paper is organized as
follows: Section 2 presents related work. In
Section 3, we describe how to collect raw data
from social sites. Section 4 shows a qualitative
analysis of the dataset to develop a set of
categories that natural science students may
encounter in their study. Section 5 describes a
framework for mining social data in order to
understand students’ learning experiences.
Section 6 shows experimental results and some
findings of this work. Finally, we conclude the
paper in Section 7 and discuss some future
research directions.

2. Related work

Social media has risen to be not only a
personal communication media, but also a
media to communicate opinions about products
and services or even political and general
events among its users. Many researches from
diverse fields have developed tools to formally
represent, measure, model, and mine
meaningful patterns (knowledge) from large-
scale social for the concerned domains. For
example, researchers investigate the task of
sentiment analysis [3], which determine the
attitude or polarity of opinions or reviews
written by humans to rate products or services.
In healthcare, many researches [4] has shown
that social media services can be used to
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disclose a range of personal health information,
or to provide online social support for health
issues [5]. In the marketing field, researchers
mine the social data to recommend friends or
items (e.g. movies, music, news, books,
research articles, search queries, social tags, and
products in general.) on social media sites.
Recommender systems [6] typically produce a
list of recommendations in one of two ways —
through collaborative and content-based
filtering or the personality-based approach
based on the information of a user's past
behavior, similar decisions made by other users
as well as a series of discrete characteristics of
an item. Most existing studies recast the above
tasks as a classification problem. The
classification can be either binary classification
on relevant and irrelevant content, or multi-
class classification on generic classes.

In the educational field, Educational Data
Mining is an emerging discipline, concerned
with developing methods for exploring the
unique and increasingly large-scale data that
come from educational settings, and using
those methods to better understand students,
and the settings which they learn in. Most
studies in this field focus on students’ academic
performance [7, 8] using the information when
students interact with the tutoring/e-learning
systems. In comprehending students’ posts on
social sites such as Twitter [9] firstly provide a
workflow for analyzing social media data for
educational purposes. This study is beneficial to
researchers in learning analytics, EDM, and
learning technologies. Among previous study,
our work is closest to this one.

In our study, we also implemented a multi-
class classification model where one post can
fall into multiple categories at the same time. In
building dataset, we focus on mining social
media for Vietnamese education. We extend
understanding Vietnamese students to include
informal social media data based on their
informal online conversations on the Web.

3. Collecting data from social media sites

3.1. Collecting raw data

Collecting data relating to students’
experiences on the social site is not an easy task
because of the diversity and irregularity of
languages used. We wrote a Java program to
automatically crawl student-generated posts on
a blog of a university, and acquired lots of
posts. In principal, we could collect raw data
from any social media channel which allows
students to post anything they wish to. In this
paper, we chose to collect data from a forum of
a famous university in Vietnam ( a great forum
on the web for students to post anything about
their study, their life and their concerns. It is
quite simple to collect raw data of students’
posts on this forum by a crawling program.
However, the challenge is to filter out posts
referring to studying topics because of
irregularity and diversity of languages used.
Among lots of collected raw data, we found that
only 20% posts were relevant to the students’
study issues (we randomly selected 300 posts,
in which 242 posts were irrelevant).

To improve the quality of raw data, we
investigated the topic tree in this forum and
filtered out irrelevant posts which usually fall
into sub-tree topics. Finally, we got ~7000
posts, after filtering, we obtained and manually
labeled 1834 posts relating to students’ learning
experiences.

3.2. Pre-processing data

Cleaning data: The purpose of this process
is to make data clean to prepare for extracting
features of classification models. In more
details, we performed several pre-processing
techniques as follows:

- Removing and replacing teenagers’
languages which are commonly used on social
media posts such as: ak, dc, dc, ntn, ntnao,
nhiu, hok, e, wa, wa’, j, j, v, k, ko bay h, bj h, t
gian, hjx, sv, t7

- Removing hashtags such as #nhatro,
#twhaoBK, ...
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- Removing all words containing special
symbols or not alphabetic/numeric letters.
These words usually are email addresses, URL
addresses, etc.

Word Segmentation: The entire data after
cleaning was automatically segmented on the

level of the word. This is important techniques
used in Natural Language Processing in many
languages whose word boundary is not
separated by white spaces. An example of a
Vietnamese post after word-segmented is
illustrated in Figure 1.

lai thém mdt ngay budn & bk va cé6 1& s& con nhiéu ngay
budn nita s& dé&n budn xong rdéi lai phai cé _gdng théi bk
phii phang nhu vay ap lgc nhu vy nhung réi moi chuyén
s& 6n théi minh md phai dau hang a minh ma phai

chiu thua a khéng cé dau dei day ki sau sé phuc_thu

Figure 1. An example of Vietnamese post after segmenting words
(morphemes are concatenated by hyphen).

Removing Stop Words: Stop words are
basically a set of commonly used words in any
language. These words appear to be of little
value in helping select documents matching a
user need, therefore, are excluded from the
vocabulary entirely. In Vietnamese, some
examples of stops words are “va”, “hoac”,
“mdi”, “ciling”, etc. We based on a typical
Vietnamese stop word list \footnote {The size of
this list is ...} which is commonly used for
many task in NLP.

4. A qualitative analysis on the dataset

Previous research [9] have found that in
English, automatic supervised algorithms could
not reveal in-depth meanings in the social
media sites. This situation is also true in our
context, especially when we want to achieve
deeper understanding of the students’
experiences. In fact, we tried to apply Z-LDA
algorithms [10], one of the most typical and
robust topic modelling technique, to our dataset.
Unfortunately, it has only produced meaningless
word groups with lots of overlapping words
across different topics. Hence, we have to set a set
of categories relating students’ learning
experiences by performing inductive content
analysis on the dataset.

In discovering these posts, we paid attention
to identify what are major concerns, worries,

and issues that students encounter in their daily
life and study. Firstly, two people
independently investigate these posts and
proposed totally 14 initial categories including:
heavy study load, curriculum problems,
negative emotion, credit problems, part-time
jobs, studying abroad, career target, studying
English, learning experiences, soft skills,
choosing major fields, reference material,
mental problems, and others. These two people
then sit together to discuss and collapse the
initial categories into seven prominent themes
(as shown in Table 1). They together wrote the
detailed description and gave examples for each
category. Based on that, they independently
labeled the dataset. Then, we measured the
inter-rater agreement using Cohens’ Kappa and
got 0.82 F1. This rate is quite high, so the
quality of the dataset is acceptable. For the
posts which raters conflict on determining
labels, we consulted a third person to fix their
labels. After labeling, there was a total of 1834
labeled posts used for model training and
testing. Table 1 gives a description of the
number of instances per labels in our dataset.

Table 1. Number of posts in each category of the
dataset analyzed

No. Labels #instances
1 Heavy Study Load 444
2 Negative Emotion 141
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3 Career targets 143
4 English barriers 228
5 Material resources 348
6 Diversity issues 236
7 Others 458

The description of each category is given
below:

Heavy Study Load

Investigating students’ posts let us know
that classes, homework, exams, laboratories
dominate students’ life. Some examples include
“qud nhiéu bai tdp vé trong mot thoi gian
ngdn”, “ky thi sdp t6i ma khéng nam dwge chit
nao kién thitcc do qud khé hiéu”, “hdc_nghiét
qud bao nam nay mong_ woc ra trwong sap
duwoc roi con not do an thoi”, “qua_| trmh lam
lugn_van tot_nghiép that mét_moi va om_dau
16i da vwot qua néi s hdi viét ludn _van
1ot nghiép nhw thé ndo”, “cdc bdc oi sao em
hoc mén tin_hiéu va hé_thong khéng hiéu gi ca
lam_sao bdy gio ddy sap thi giita ki ma chira
dwoe chiz gi vao dau ca”. In these posts,
students express tiredness and stressful
experiences in studying and taking examination
in universities. This will lead to many bad
consequences such as health problems,
depression, and stress. Hence, students desire a
more balanced life than their real academic
environments.

Negative Emotion

These topics’ posts are quite diverse,
ranging from bad emotions of dormitories’ life,
homesick, disappointment, sickness, stressed
with school works to bad friend relationships,
student-teacher  relationship, etc.  Some
examples include “iem thi chét mét hic mot lic
bong nhién tim ngirmg ddp mét hic khong phdi
suy_nghi mot lic khong buon mét lic khong
cam_thdy chin nan mét lic khong cam_thdy
minh choi voi mot luc khong cwoi mot luc
khong khoc mot luc khong phai co_don mot luc
khong phai ray rut mot luc wm thi chi mot luc
mét liic ngimg thé mét liic binh_yén ...”", “buon
vdo hon khéng tén thirc_gidc nmira_dém nhé
chuyén xwa vao doi dwong phé ving dém nao
quen mgt nguoi ma yéu_thiwong chot chao nhau
chon 161 dé roi lam_sao quén biét tén nguoi

quen biét néo di dwong vé va cé biét dém ndo ta
hen_ho dé tam_tw nhung dém ngi khong yén
”. Therefore, it is very important if students

could get necessary helps, emotional support
for that particular situation.

Career Targets

Students want to choose a career that will
make us happy, but how can we know what that
will be? Choosing a career path (or changing
one) is, for most of us, a confusing and anxiety-
riddled experience. Many will tell you to
“follow your passion” or “do what you love,”
but this is not very useful advice. Students
always wonder about how their future would
be. Some examples include “em la sinh_vién
khoa co_khi em dang rat phan_vadn khong biét
nén chon co dién_tir hay co khi dong luc cdi
viéc chon chuyén nganh rdt quan_trong vi né
s€ Zd sw nghiép sau_ndy cia minh diéu nay

.7, “nhitng cong viéc ma sinh_vién nganh ta

ra truong cé thé lam dwoc ddnh gid vé
cong viéc vi_dy nhw thu_nhdp ban dau
thu_nhdp vé sau _nay kha_ndng thang_ tién
trong cong_viéc vé luong . bong vé churc_tudc
vé kha nang chuyén mon ..”, “chao cdc
anh_chi em la sinh_vién dang hoc muén di theo
nganh truyén thong va mang may _tinh nhbmg
em chira biét ré lam vé cdc cong viéc sau_ndy
sé lam & nganh nay mong cdc anh_chi biét vé
nganh giup xin chdn thanh cam_on ”
Hence, if educational managers could catch
these students’ wonders, they could support
their students in choosing the right careers that
best fit students’ personalities, as well as their
preferences.

English Barriers

One of the main problems with Vietnamese
students is language barriers, especially
English. Students often feel lack of confidence
in using English as a second languages to study.
Some example posts include “mdy thing trudce
chucfn_b_i thi toeic tinh_co doc duwoc mot blog
chia_sé kinh_nghiém luyén nghe rat thiét thuc
minh lam theo va ciing da vuot aé i diéu_kién
ra truong chia sé moi nguoi tham khdo”,
“thdng truéc minh c¢é bdat dau hoc tiéng anh
theo phuong phap effortless_english nho mot
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chi gioi_thiéu cho ban_dd‘u hoc rdt nan hoc
dwoc hai thang thi bo khodng hai tuan sau do
nghi sao lai quay lai hoc tzep dén hién_tai la
khodng gan sdu thang roi tuan truée minh cé
co_hoi noi_chuyén voi hai anh nguwoi tay lam
bén ciru tro  quéc té vé nube sach...”.
Understanding this point could aid managers
make plans and strategies to help students
overcome language barriers.

Material resources

Students cannot receive a proper education
without the right resources. Getting the suitable
materials means having adequate funding,
which many schools lack due to governmental
budget cuts. This is an issue that is all too
common among many schools in Vietnam but
is continuously overlooked. Some typical
example posts include “cdc bdc nao biét ha ngi
ché ndao ban sdach day lap_trinh phong_phi
nhat khong minh dang_muon kiém tai liéu vé
hoc ma khéng biét ché nao ban”, tong_ha’p
cdc b source code do_dn phan_mém mirc do
khé cho anh_em tham khéio cdc do dn duwoc
chon_loc mot _cach ky luong sw dung cdc
cong nghé méi nhdt thich hop cho anh_em
lam do_dn tot_nghiép”, “cé cao nhdn ndo pro
giup do em voi bai_tdp lon nhiét dong ky thudt
ciia thdy thw cé tai liéu gidgi bai tdp Ién cia
cac khoa trwoc hodc la ai Idm dwoc thi pm em
theo dia_chi em cam_on a”, “co_pro nao co
slide bai giang mon da_phwong_tién cia thay
tran_nguyén_ngoc khong cho minh xin voi thay
kho_khan trong viéc gui slide bai giang quad
nghe ¢ 16p la mét chuyén nhung muén vé nha
doc lai cho ki ma khéng_thé co duoc slide cua
thay khé hay va chi_tiét nén minh muén doc
thdt ki pro nao co thi chia sé voi nhé”.
Therefore, universities need to know this in a
timely fashion and then make plan to support
students in accessing materials necessary for
their study.

Diversity Issues

There is also many posts referring to other
issues such as studying abroad, lacking of soft
skills, finding hostel, credit problem, etc. Some
examples include “minh dang can lién_hé voi
mét ban trong 16p nay xin cho minh s6 dt hodc

ym ctia bat_ky ai trong 16p ndy minh c¢é viéc rat
quan_trong nho giup do xin cam_on xin giup
minh voi ...”, “xang tang dot_ bién vat_giad
leo_thang tiét kiém quoc_sach mot_so meo
trong video nay cé thé givp xe ban udng
nhién_liéu it hon tiét kiém dwoc tii tién cia
ban va gia dinh ...”, dLan la cuoc S(fng o
nudc_ngoai nhat Ia 0 cac nuoc phat trién la
niém mo_wdc cia ching ta cé_thé néi ai ciing
6 nhitng nhdn_xét nhu cdc ban da néu nhat_la
cdc quan_chire sau khi di tham_quan déu ciing
co nhitng cam_nhdn nhu cdac bgn ...”

Others

Many posts do not have a clear meaning, or
do not express the problems relating to

students’ learning experiences.

5. A Proposed method for understanding
students’ learning experiences using data
mining techniques

Figure 2 shows the proposed framework for
mining students’ social data on the Web. The
framework include the training phase and
testing phase. In the first phase, we train a
model of recognizing students’ experiences
automatically using data mining techniques. To
train the classifying models, we utilized the
dataset developed from Section 4. In the second
phase, we use the trained model to classify a
new post of students into predefined categories
of students’ issues.

To build the prediction model, we generate
a multi-label classifier to classify posts based
on a predefined category developed by
investigating posts collected from a forum of a
university. There are many common classifiers
used in data mining such as SVM [11], Naive
Bayes [12], Decision Tree [13, 14], etc. These
classifiers are powerful and proved to be
effective in many other tasks of NLP [15].
Therefore, in experiments we also conducted a
simple yet powerful machine learning method,
namely Decision Tree, to estimate its
performance on the task of understanding
students’ learning experiences.
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Raw Data

Collection

Students’ conversation
on social sites

Training Phase

Testing Phase

Feature Extraction

New posts from
students

Feature

Extraction

Preprocessing data

Students learning
experiences

Figure 2 . A framework for mining social media data using data mining techniques.

As discussed above, this task can be
recasted as a multi-label classification problem,

a variant of the classification problem where
multiple target labels must be assigned to each
post. Formally, multi-label learning can be
phrased as the problem of finding a model that

maps inputs x to binary vectors y, rather than
scalar outputs as in the ordinary classification
problem. The task of learning from multi-label
classification problem can be addressed by
transformation techniques. This technique turns
the problem into several single-label
classification problems. There are two main
methods of this techniques called “binary
relevance” and “label combination”.

e Binary relevance (BR): If there's q labels,
the binary relevance method create q new data
sets, one for each label and train single-label
classifiers on each new data set. One classifier

only answer yes/no to the question "does it
belong to label i?". The final multi-label
prediction for a new instance is determined by
aggregating the classification results from all
independent binary classifiers

® Label combination (LC): BR is simple but
does not work well when there’s dependencies
between the labels. This method tries to solve
that drawback by taking into account label
correlations. Each different combination of
labels is considered to be a single label. After
transformation, a single-label
classifier {\displaystyle H:X\rightarrow
{\mathcal {P}}(L)}is trained on {\displaystyle
{\mathcal {P}}(L)}the power set of all labels.
The main drawback of this approach is that the
number of label combinations grows
exponentionally with the number of labels. This
increases the run-time of classification.
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6. Experiments

6.1.  Evaluation
classifiers

metrics  for  multi-label

In the single-label classification, metrics
such as accuracy, precision, recall, and the F1
score were commonly used to evaluate the
performance. However, in the multi-label
classification the evaluation metrics are more
complicated because of some reasons: one post
can be assigned more than one label; and some
labels can be correct while some are incorrect.
In this situation, researchers proposed two types
of metrics which are example-based measures
and label-based measures.

Example-based measures

These measures are calculated based on
examples (in this case each post is considered
as an example) and then averaged over all posts
in the dataset.

Suppose that we are classifying a certain
post p, the gold (true) set of labels that p falls

into is G, and the predicted set of labeled by the
classifier is P, the example-based evaluation
metrics are calculated as follows:

N
1 G; NP,
Accuracy = —Z
N G, UPF,
i=1

o GpnF
i=1 By

and

. 1
Precision = EE

_ 1oy GNA
Recall = -X=, 5

N
1 1 Z 2. Precision;. Recall,
N 1 Precision; + Recall,

i=

where N is the number of posts in the
dataset.

Label-based measures

These measures are calculated based on
label and then averaged over all labels in the
dataset. For each classifier for a label /, we
create a matrix of contingency for that
particular label /. Table 2 shows that matrix.

Table 2. Contingency Table per label. (note that the sum of tp, tn, fn, and fp equal to the number of posts).

Gold Standard

True 1 True not 1

) . Predicted as /
Classification

Outcome
Predicted as not /

True postive (tp)

False negative (fn)

False positive (fp)

True negative (tn)

Based on that matrix, we calculate the
measures as follows:

tp + tn
Accuracy =
tp+tn+ fp+fn
Precision = —2— and Recall = —=2
tptfn

2 = Precision * Recall
Fl =

Precision + Recall

There are two more commonly used
measures to estimate the performance of multi-
labeled classification which are micro-average
F1 and macro-average F1. The former gives
equal weight to each per-post classification
decision, while the latter gives equal weight to

each label. They are variants of FI used in
different situation. In the case there is no label
whose probability is greater than a threshold T,
we assign the post to the label with the largest
probability.

6.2. Experimental setups

To train and test the model, we
performed 10-fold cross validation test. In
building and testing models, we exploited
the following tools:

Classifiers:
(http://www.cs.waikato.ac.nz/ml/weka/)

WEKA
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- Word segmenter: vnTokenizer
(http://mim.hus.vnu.edu.vn/phuonglh/softwares
/vnTokenizer)

- Stop-word list: containing about 200
common words

6.3. Experimental results

6.3.1. Estimating the effect of using
different machine learning techniques

With 7 labels, we have 2°=64 possible label
sets for each post. The thresholds in the
Decision Tree classifier are determined by the

one which yields the best performance on
evaluation metrics. By experiments, we set the
thresholds for J48 to 0.8.

Table 3 shows experimental results. From
experiments, we can see that machine learning-
based  classifiers  achieved  significant
improvement in comparison to the random
guessing baseline, Zero Rule - a baseline
classification uses a naive classification rule in
both settings of multi-label classification,
binary relevance and label combination.

Accuracy Recall Precision F1 micro F1 macro
Binary Relevance
Zero Rule Very low
J48 (threshold = 0.8) 0.443 0.504 0.633 0.559 0.56
Label Combination
Zero Rule 0.251 0.143 0.036 0.24 0.058
J48 0.565 0.548 0.571 0.583 0.558
6.3.2. Performance of classifying each students’ learning experiences from online

category

Table 4 shows experimental results
measuring label-based accuracy and F1 score
for each category using Decision Tree. These
results are quite promising in detecting

posts. This suggests that it is appropriate to use
the best classifiers to apply for detecting
students’ learning experiences when having
new posts from students.

Table 3. Label-based accuracy and F1 scores for each category using Decision Tree

Heavy
Study Negative Career English Material Diversity
Load Emotion targets barriers Others Resources Issues
Accuracy 0.81 0.845 0.839 0.85 0.697 0.814 0.981
F1 0.530 0.494 0.502 0.698 0.487 0.608 0.609
7. Conclusion and future work to automatically detect students’ learning

This study explores social media data in
order to wunderstand students’ learning
experiences in Vietnamese by integrating both
qualitative analysis and data mining techniques.
By the qualitative method, we found that
students are struggling with heavy study load,
sleep problems, language barriers, negative
emotion, career targets, and diversity problems.
Building on top of the qualitative analysis, we
implemented and evaluated a multi-classifiers

experiences on a dataset collected from a forum
of a university in Vietnam. By applying data
mining techniques, the proposed framework can
overcome the limitation of analyzing large-
scale data manually. The experimental results
are promising, and can able to classify new
posts with high accuracy. This will help
administrators, educational managers to catch
up immediately students’ learning experiences
in order to make relevant decisions to support
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students and therefore enhance education
quality of universities in Vietnam.

Our work is the first step toward revealing
insights from informal social data in order to
improve quality of education. The limitation of
this work will also lead to many possible
direction for future work. For examples, we did
find a small number of posts refering to good
things at schools. However, in this work, we
only chose to focus on issues/problems because
these could be the most informative for
improving universities’ quality. Therefore, in
the future we will compare both good and bad
things in students’ posts. In addition, we will
also investigate other texts in social media such
as Facebook, Twitter, etc.
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